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Nomenclature

**Roman Symbols**

\( a \) Initial bubble radius.

\( A \) Parameter that measures the non-ideality of the interface.

\( A_f \) Affinity of surfactant.

\( C \) \( \hat{C} - C_\infty \).

\( \hat{C} \) Mass fraction of gas dissolved in the liquid.

\( C_\infty \) Mass fraction of gas at infinity.

\( C_{sb} \) \( pG_i/k \).

\( D \) Diffusivity of the gas in the liquid.

\( D_s \) Diffusivity of the surfactant in the liquid.

\( k \) Henry’s constant.

\( k_i \) Forward rate constant in the kinetic rate expression.

\( K_a \) Adsorption coefficient.

\( m_G \) Mass of the gas in the bubble.

\( M \) Molecular weight of the gas.

\( p_G \) Partial pressure of the gas in the liquid.

\( p_{Gi} \) Initial pressure of the gas in the bubble.

\( p_s \) Pressure in the liquid.

\( p_v \) Vapor pressure in the bubble.

\( \mathcal{P} \) Péclet number for the gas transport problem.

\( \mathcal{P}_f \) Péclet number for the surfactant transport problem.

\( r \) Radial coordinate.

\( R \) Bubble radius (function of time).

\( R_G \) Universal gas constant.

\( R_I \) Interfacial resistance.

\( R_I \) Dimensionless interfacial resistance.

\( Re \) Reynold’s number.

\( s \) Stretched lagrangian coordinate.

\( t \) Time.

\( T \) Period of bubble oscillation.

\( T_\infty \) Temperature of the fluid.

\( We \) Weber number.

\( x \) Dimensionless bubble radius (function of time).

\( x_{min} \) Value of \( x \) at the minimum.
Greek Symbols

- $\gamma$ Interfacial tension.
- $\eta$ Polytropic exponent.
- $\lambda$ Long time scale.
- $\mu$ Viscosity of the liquid.
- $\xi$ Dimensionless radial coordinate.
- $\rho$ Density of the liquid.
- $\rho$ Mass of surfactant per unit volume.
- $\rho_\infty$ Concentration of surfactant at infinity.
- $\rho^s$ Surface-excess mass density of the surfactant.
- $\rho^s_\infty$ Surface-excess saturation density.
- $\sigma$ Lagrangian coordinate.
- $\tau$ Dimensionless time.
- $\hat{\tau}$ Nonlinear time.
- $\Psi$ Dimensionless surfactant bulk concentration.
- $\Psi^s$ Dimensionless surfactant surface concentration.
- $\Omega_0$ Natural frequency of bubble oscillations.

Diacritics

- Asymptotic limit in time.

Brackets

- $\langle f(\tau) \rangle_\tau$ Average of $f$ with respect to the time $\tau$ over one period of bubble oscillation.
- $\langle f(\hat{\tau}) \rangle_{\hat{\tau}}$ Average of $f$ with respect to the time $\hat{\tau}$ over one period of bubble oscillation.

Superscripts

- $0$ Zeroth order quantity.
- $1$ First order quantity.
- $*$ Dimensionless quantity.

Subscripts

- $osc$ Oscillatory.
- $sm$ Smooth.
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Dissolution or Growth of Soluble Spherical Oscillating Bubbles

by
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Doctor of Philosophy in Engineering
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Professor Andrew J. Szeri

The gas and surfactant transport associated with an oscillating gas bubble embedded in an infinite liquid is studied theoretically by taking advantage of the large Péclet number \( \mathcal{P} \) characterizing these problems. Furthermore, expressions obtained for the bubble growth rates are then compared with experimental results and observations.

For the gas transport problem two cases are considered which differ in the boundary condition on the bubble surface: (i) the case of a clean bubble where the concentration on the bubble surface is related to the bubble internal pressure by Henry’s law, and (ii) the case of a bubble contaminated with surfactants where a mass flux boundary condition is used. In both cases, it is the dissolved gas transport in the liquid that is the rate-limiting step. The convection-diffusion equation governing transport of dissolved gas in the liquid is written in Lagrangian coordinates to account for the moving domain. The boundary condition is split into a constant and an oscillating part, yielding the smooth and the oscillatory problems which are treated using singular perturbation techniques. To leading order, the clean and the surfactant-covered surface problems give the same result. Continuing to higher order it is shown that the latter depends on \( R_I \mathcal{P}^{-1/2} \), where \( R_I \) is the (dimensionless) interfacial resistance associated with the presence of surfactants. Owing to the fact that the magnitude of \( R_I \) is approximately the same as the magnitude of \( \mathcal{P}^{1/2} \) at conditions of practical interest,
surfactants are shown to have a very significant effect on bubble growth rates, which agrees with experimental observations by Crum [12, 13]. Depending on the relationship between the interfacial resistance and surface concentration, surfactants might favor or inhibit bubble growth rates.

The surfactant transport problem is treated in a similar way. We were able to obtain expressions for: (i) the dynamic surface concentration of surfactant and (ii) the surface equation of state, asymptotically in time. The surfactant is nearly insoluble and the dynamic surface concentration satisfies the corresponding adsorption isotherm in an average sense. For dilute solutions, the excess amount is higher on an oscillating bubble than on a still bubble which agrees with numerical results by Nadim [37]. In contrast, oscillations lower the saturation limit of the interface which is controlled by the minimum bubble radius.
Chapter 1
Introduction

1.1 Literature Review

A bubble that would ordinarily dissolve in a liquid may increase in mass, rather than dissolve, if it undergoes volume oscillations in response to some perturbation. Previous analyses of the problem of the mass transport associated with an oscillating bubble have focused on the phenomenon of rectified diffusion, first identified by Blake [4]. In rectified diffusion, the normal process of dissolution of a gas bubble in a liquid may be reversed by sufficiently intense volume oscillations; hence a bubble which pulsates owing to the influence of an acoustic pressure field may grow if the amplitude of the pressure oscillations exceeds a certain threshold value.

In engineering applications, the equations of rectified diffusion were used successfully to investigate the growth of microbubbles in biological media [36], to explain the appearance of gas bubbles in insonified guinea pigs [14], and to predict the bubble growth rate associated with low frequency sonar propagation in the ocean [15]. In these studies, conditions that lead to bubble growth might prove hazardous to humans and marine mammals that are exposed to the sound wave. Rectified diffusion was also used by Apfel [1] in synthesizing cavitation prediction charts for water. More recently, engineers at Westinghouse Hanford were working on developing a sonic agitator that is going to prevent the buildup of hydrogen gases in a nuclear waste storage tank [52].
Past analyses of the mass transport across the dynamic interface associated with a bubble undergoing spherical oscillations have been restricted to infinitesimal radial oscillations of the bubble, or to threshold conditions where there is no net transport, or to both of these limitations. The reason for the restriction to the equilibrium problem of threshold conditions is that it was not known how to formulate the problem for the concentration field away from threshold conditions. The theoretical difficulty hinges on determination of the motion of the net flux of dissolved gas either away from a dissolving bubble or toward a growing bubble. In the latter case the zone of liquid in which the gas concentration is lowered as a consequence of net bubble growth has been referred to as the depletion layer by several authors. An additional challenging problem is to develop a rigorous means by which to deduce the influence of convection associated with the bubble volume oscillations on the diffusion of the net flux of dissolved gas.

A detailed review of the past work in this area and other areas relevant to bubble dynamics was conducted by Plesset & Prosperetti [40].

The phenomenon of rectified diffusion, was first identified by Blake [4], who estimated the net inflow of dissolved gas using a quasi-static solution of the diffusion problem in the liquid. Hsieh & Plesset [27] studied the problem by assuming that the forcing acoustic pressure field, the bubble radius, and the concentration of gas in the liquid at the surface of the bubble all have (small amplitude) sinusoidal dependence on time. Eller & Flynn [20] removed the restriction to small sinusoidal oscillations in favor of a restriction to high frequency oscillations and performed a boundary layer analysis in Lagrangian coordinates first introduced by Plesset & Zwick [41]. This form of approximation is known as the thin diffusion layer approximation; it is uniformly valid in time only at threshold conditions. In other words, no provision is made for net flux of dissolved gas toward or away from the bubble.

In two papers Skinner [46, 47] treated the mass transport problem of an oscillating bubble using an ingenious decomposition of the concentration field. In the first paper, Skinner computed the forcing pressure threshold for rectified diffusion associated with a
bubble undergoing small amplitude sinusoidal radial oscillations. The equilibrium concentration field was computed via a double perturbation scheme that assumed (i) that the oscillations are small, and (ii) that the concentration gradients in the liquid are negligible outside a thin layer.

In the second paper, Skinner studied the problem of mass transport associated with an oscillating bubble away from threshold conditions. Two separate boundary layers in the concentration field near the bubble surface were identified. The first (thinner) layer is associated with the time-dependent concentration of gas in the liquid at the surface of the bubble that arises according to Henry’s law. The second (thicker) layer is associated with net flux of dissolved gas in the liquid. The two layers were handled by decomposing the concentration field into two parts. Skinner used the solution for the concentration field to examine the rate of growth of the average radius of a bubble undergoing small amplitude sinusoidal oscillations.

More recently, Crum [11] reports an extension to the threshold theory of Eller & Flynn, and experimental results of bubble growth rates away from threshold that far exceed the theoretical predictions of Eller & Flynn (or related theories). In addition, Crum finds that the addition of surface active material to the bubble has an effect on bubble growth rates that is dramatically greater than can be accounted for by a simple modification of surface tension in the theory. Also observed were significant departures from the theoretical thresholds at super or sub-saturated conditions in the far field.

Crum & Hansen [13] and Church [10] compare the various results for threshold acoustic pressure amplitude for growth of gas bubbles by rectified diffusion. Crum & Hansen generalize the analysis of Eller & Flynn to include more accurate perturbation results for the radial oscillations and damping. Church demonstrates graphically the sensitive dependence of the phenomenon of rectified diffusion on gas concentration in the far field.

Numerical solutions of the convection-diffusion equation for the dissolved gas in the liquid are reported by Kamath & Prosperetti [31]. These authors report that away from saturation conditions, the theory of Eller & Flynn tends to over-predict the threshold driving
pressure amplitude for rectified diffusion, and under-predict the growth rates of bubbles at conditions that exceed threshold.

Finally, another possible approach to this class of problems is represented by the recent work of Fannjiang & Papanicolaou [22] and references therein. These authors develop a general framework for homogenization of convection-diffusion equations valid for small diffusivities and for steady, spatially-periodic flow fields in infinite domains. However, the mass transport problem of interest here includes an unsteady, spatially inhomogeneous (but not spatially-periodic) velocity field and an extremely problematic boundary condition.

In summary, there appears to be an adequate theory for threshold conditions in a saturated liquid, but very little progress has been made on the non-equilibrium problem of nonlinear bubble growth or dissolution away from threshold conditions. The principal practical deficiency of the theory is the under-prediction of bubble growth rates at conditions that exceed threshold, especially for bubbles intentionally contaminated with surface active materials as mentioned in Crum [13, 12]. Even in the absence of consideration of the effects of surfactants, the growth or dissolution of nonlinearly oscillating bubbles has not been addressed owing to the difficulties mentioned above, i.e. a rigorous formulation of convection-enhanced diffusion.

In the absence of surfactant contamination, rectified diffusion is a direct consequence of Henry’s law which states that the gas concentration on the bubble interface is proportional to the gas pressure inside the bubble. When a bubble undergoing volume oscillations is in the collapsed phase, the internal gas pressure is high –this leads to a flow of gas out of the bubble through the interface. When the bubble is in the expanded phase, the internal pressure is low and the bubble gains gas from the surrounding liquid through the dynamic interface. However, these two phenomena are not in balance due to the changing bubble surface area; bubble growth is favored because in the expanded phase the surface area is much larger and the mass concentration boundary layer is much thinner than in the collapsed phase.
When there is, in addition, interfacial resistance associated with the presence of surfactant, the imbalance that leads to rectified diffusion may be enhanced. Because the surface area of the bubble changes by a large amount over a typical bubble oscillation, the surface concentration of surfactant molecules is highly variable. When the bubble is contracted, and there is a tendency of the bubble to lose gas, the interfacial resistance is high as a consequence of high surface concentration of surfactant. In contrast, the interfacial resistance is low when the bubble is expanded and the tendency is to gain dissolved gas from the surrounding liquid.

Actually, associated with the presence of surfactants at a gas-liquid interface are two effects: (i) most importantly, surfactants present a barrier to mass transport, and (ii) surfactants reduce the surface tension [5], reflected in a minor change in the dynamics of bubble oscillations. Although it is generally accepted that certain monolayers have been shown through experiment to inhibit mass transport through an interface [2], the understanding of this phenomenon is somewhat limited. Theoretical efforts include the work of Whitaker & Pigford [55], who assumed an interface of zero thickness but with finite capacity for the solute and an adsorption/desorption process at the interface. Nguyen Ly, Carbonell & McCoy [39] considered an interfacial region of finite thickness with capacity for the dissolved gases greater than the solubility in water but with much reduced diffusivity. Plevan & Quinn [42] developed an interfacial resistance model which has received some theoretical justification from Borwankar & Wasan [6]. The latter authors do not rule out, however, the validity of the other models. Their justification is the leading order solution to the microscopic equations of mass transport of Brenner & Leal [7].

Experimental determination of interfacial resistance to gas transport is complicated by the need to isolate interfacial resistance from the overall resistance to transport. Thus, the monolayer resistance must be determined by comparison of two measurements; one performed on the system with the monolayer present and one performed on the system without the monolayer. A detailed review of the evaporation of liquids and transport of gases in the presence of monolayers is given by Barnes [2]. There is a paucity of data that relate interfacial resistance to surface concentration of surfactant molecules. One exception
is the work of Caskey & Barlage [8, 9]. In the first paper [8] the authors report results of
dynamic surface tension versus surface concentration for several surfactants; in the second
paper [9] are the results of interfacial resistance versus surface concentration for the same
surfactants. In reporting the predictions of the theory we shall develop, we make use of the
interfacial resistances determined by Caskey & Barlage. Using these experimental results
we can specify the dependence of the interfacial resistance on the surface concentration of
surfactant. Determining an explicit expression for the latter would require solution of the
mass transport problem for a surfactant outside a spherically oscillating bubble.

A surfactant molecule consists of a hydrophobic and a hydrophilic portion; as a con-
sequence gas-liquid interfaces are ideal for surfactant molecules which tend to accumulate
on them. This adsorption process introduces a discontinuity to the macroscopic concentra-
tion field, and the classical transport equation needs to be supplemented by appropriate
equations to quantify the excess quantity. Namely, we introduce (i) an appropriate equation
to characterize the “jump” in the surfactant surface concentration, known as the surface
excess balance equation, and (ii) a bulk interphase partition relation that describes the
equilibrium between the bulk and surface excess [17]. In the case of a fixed domain (in our
case for a still bubble) the bulk problem can be eliminated by the use of Laplace trans-
forms, and an integral equation for the surface excess can be obtained. This technique was
used by several investigators and outlined by Borwankar & Wasan [5]. However, for the
case of an oscillating bubble one has to restrict to limiting cases. The case of small oscil-
lations was treated originally by Gottier et al. [25]. Johnson & Stebe [28] improved their
analysis to obtain information about the sorption kinetics of surfactants and to measure
surface tension and dilatational viscosity using the phase lag and amplitude ratio between
the gas pressure and bubble radius. Recently, some numerical results were performed for
small-amplitude axisymmetric bubble oscillations and large-amplitude nonlinear spherical
oscillations by Nadim [37]. Although his analysis does not suffer from any limitations,
the numerical solution gives only a qualitative description of the adsorption process and
quantitative results are restricted to specific numerical values of the relevant dimensionless
parameters. He observed (i) that the amount of surfactants on an oscillating bubble can be
thirty percent higher than the initial equilibrium value and (ii) that damping due to surface
dilatational viscosity can be comparable to that due to other effects.

Relevant to surfactant transport associated with an oscillating bubble is transport
associated with surface dilatation. In both cases the moving interface sets up convection
currents that must be accounted for in the diffusion equation. Van Voorst Vader et al. [54]
studied the case of an expanding interface whereas Joos and Van Uffelen [29, 53] studied
a contracting interface. They both concluded that for constant dilatation rates, surface
tension achieves a steady state, and their results showed good agreement with experiments.
Van Uffelen and Joos [53], however, point out that for fast rates of compression or fairly
insoluble surfactants, the monolayer collapses near some critical value of the surface excess
concentration. In other words, diffusion is unable to remove surfactant molecules at a
sufficient rate to prevent destruction of the monolayer.

1.2 Bubble dynamics

An important topic that constitutes an integral part of this work is the model for
bubble dynamics. However, in the analysis presented in the following chapters we treat
the bubble oscillation as a known but arbitrary function of time which can be obtained by
integration of the bubble dynamical equations. No assumptions were made on the oscillation
except that is a periodic function of time and purely radial.

The problem of expansion or contraction of a gas bubble was first treated by Rayleigh
[45]. He assumed that the motion of the bubble surface, assumed to be spherical, produces
a purely radial flow through the action of pressure forces. In such a motion the velocity can
be related to a potential, and, upon applying Bernoulli’s equation, the differential equation
governing bubble dynamics can be obtained

\[
\frac{p(R, t) - p(\infty)}{\rho} = R \ddot{R} + \frac{3}{2} \dot{R}^2,
\]

known as the Rayleigh-Plesset equation. Here \(p(R)\) is the pressure just outside the bubble
surface and \(p(\infty)\) the pressure at infinity. The pressure \(p(R)\) is connected to the pressure
acting on the inner side of the bubble surface \((p_i(t))\) by the condition on the normal stresses

\[
p_i(R, t) = p(R, t) + 2\gamma/R + 4\mu \dot{R}/R,
\]

where \(\gamma\) is the surface tension and \(\mu\) liquid viscosity. Here, and in the analysis that follows, it is assumed that the vapor pressure inside the bubble is much smaller than the gas pressure, as follows from Raoult’s law, and can be omitted.

What is left is to obtain an expression for \(p_i(R, t)\). The simplest assumption is that the gas in the bubble behaves polytropically and assume a value for the polytropic exponent \(\eta\). Two limiting cases are (i) isothermal behavior \(i.e.\ \eta = 1\) or (ii) adiabatic behavior, \(i.e.\ \eta = c_p/c_v\). The former is applicable when the thermal diffusion length (defined as the square root of the ratio between thermal diffusivity \(\chi_G\) and frequency of bubble oscillations \(\omega\)) is large compared to the initial bubble radius \((a)\) and the latter when \((\chi_G/\omega)^{1/2} \ll a\). An exact evaluation of the polytropic exponent however would require the solution of the conservation equations of mass, momentum and energy in the bubble as mentioned by Prosperetti [43]. Kamath & Prosperetti [30] relaxed the polytropic assumption and allowed for a spatially varying temperature field inside the bubble. Now, the energy equation inside the bubble can no longer be eliminated and has to be solved simultaneously with the bubble dynamical equations. Although polytropic and non-polytropic models agree quite well away from resonances, the former seems to exaggerate their importance dramatically as shown in appendix C.

To account for the effects of liquid compressibility, the equations of mass and momentum are expanded in a formal series in the Mach number assuming isentropic motion in the liquid and purely radial motion [43]. Radial oscillations can be justified provided that the wavelength of the applied sound field \((c/\omega)\) is much larger than the bubble radius. Here \(c\) is the speed of sound in the liquid. If the bubble radius is comparable with \(c/\omega\) then different sections of the bubble would be exposed to different pressure and the bubble would undergo shape oscillations.
1.3 Organization of Thesis

The overall objective of this work is to obtain expressions for the growth rate of oscillating gas bubbles and obtain information on the effect of oscillations and surfactants on the growth rates. Taking advantage of the small diffusion characterizing the transport of gases in liquids we were able to solve the problem asymptotically in time using singular perturbation techniques.

The format of the thesis is as follows. In Chapter 2 we treat the problem of a single bubble oscillating in a liquid of arbitrary saturation. Chapter 3 deals with the effect of insoluble surfactants on bubble growth rates whereas in Chapter 4 we extend these results to soluble surfactants. Finally, a summary of the main conclusions and recommendations for future work are given in Chapter 5.
Chapter 2

Classical Problem of Rectified Diffusion

In this chapter we treat the problem of a single bubble oscillating in a liquid of arbitrary saturation, i.e. away from threshold conditions. We focus on developing the mathematical techniques required to solve convection-diffusion equations outside an oscillating bubble together with complicated unsteady boundary conditions at the interface.

2.1 Formulation

In this section we formulate the mass transport problem and concentrate on the practical problem of large Péclet number. The differential equation governing the convection and diffusion of a dissolved gas in a liquid is the equation of continuity for a component $A$ in a binary mixture. This can be simplified assuming constant mass density and constant binary diffusion coefficient to

$$\frac{\partial C_A}{\partial t} + \mathbf{u} \cdot \nabla C_A = D \nabla^2 C_A,$$

(2.1)

where $C_A$ is the mass (or molar) concentration or mass (or mole) fraction of $A$, $\mathbf{u}$ is the mass average velocity and $D$ is the diffusivity of the gas in the liquid. This simplified problem is usually used for diffusion in dilute liquid solutions at constant pressure and temperature [3]. The mass transport problem in the gas phase, i.e. inside the bubble, does not play a significant role in the diffusion process since the diffusion coefficient in gases is much higher than in liquids. Hence the diffusion process is controlled by the liquid phase, and the mass fraction of gas inside the bubble can be assumed uniform.
In the case under consideration, due to the radial oscillations of the bubble, we can assume spherical symmetry, and equation (2.1) simplifies to

\[
\frac{\partial \tilde{C}}{\partial t} + \frac{R^2(t) \dot{R}(t)}{r^2} \frac{\partial \tilde{C}}{\partial r} = D \frac{\partial}{r^2} \left( r^2 \frac{\partial \tilde{C}}{\partial r} \right),
\]  

(2.2)

where \( \tilde{C} \) is the mass fraction of gas dissolved in the liquid, \( R^2(t) \dot{R}(t)/r^2 \) is the radial velocity field in the liquid associated with the bubble oscillations obtained by solving the mass conservation equation in the liquid. Note that the bubble radius \( R \) is treated as an arbitrary function of time \( t \).

The dynamical equation for bubble oscillations is a non-linear differential equation, such as the Rayleigh-Plesset equation, with derivation reviewed by Prosperetti [43]:

\[
R \ddot{R} + \frac{3}{2} \dot{R}^2 = \frac{1}{\rho} \left( p_G \left( \frac{a}{R} \right)^{3\eta} + p_v(T_\infty) - p_s(t) - \frac{2\gamma}{R} - \frac{4\mu \dot{R}}{R} \right),
\]  

(2.3)

Although the results we develop in the present work apply irrespective of exactly which bubble dynamical equations are used, we have written the Rayleigh-Plesset equation in order to fix ideas and to aid in non-dimensionalization. Here and in what follows, \( \rho \) is the density of the liquid, \( m_G \) is the mass of the gas in the bubble, \( M \) is the molecular weight of the gas, \( R_G \) is the universal gas constant, \( T_\infty \) is the temperature of the fluid, \( p_v \) is the vapor pressure, \( p_s \) is the pressure in the liquid, \( \gamma \) is the interfacial tension and \( \mu \) is the viscosity of the liquid. The polytropic exponent \( \eta \) varies between the extremes of unity for an isothermal bubble and the ratio of specific heats \( c_p/c_v \) for an adiabatic bubble.

The boundary condition at the bubble surface is developed by application of Henry’s law, which relates the concentration of a gas in a liquid to the partial pressure of the gas above the liquid; hence

\[
\tilde{C}(r = R(t), t) = \frac{p_G}{k}.
\]

Here, \( p_G \) is the partial pressure of the gas and \( k \) is the constant of Henry’s law. For oscillations of a gas bubble with initial pressure equal to \( p_{Gi} \), the surface boundary condition may be written

\[
\tilde{C}(r = R(t), t) = \frac{p_{Gi}}{k} p_G^*(t),
\]  

(2.4)
where $p_{Gi}^*(t)$ is dimensionless. The bubble is assumed to be created in a fluid which initially has a uniform concentration of the gas $C_\infty$. Hence the initial condition and the far-field conditions are
\begin{equation}
\tilde{C}(r, t = 0) = \tilde{C}(r \rightarrow \infty, t) = C_\infty.
\end{equation}

The rate of transport of gas across the bubble interface is
\begin{equation}
\frac{dm_G}{dt} = 4\pi R^2 D \frac{\partial \tilde{C}(r = R(t), t)}{\partial r}.
\end{equation}

The problem may be non-dimensionalized with respect to the following natural scales. As a length scale, we take $a$, the radius of the undisturbed bubble. The time scale is $\Omega_0^{-1}$, which is the inverse of the natural frequency of radial oscillations of the bubble about the undisturbed state. The pressure is made dimensionless using the pressure scale $\frac{1}{2}\rho a^2 \Omega_0^2$. This leads to dimensionless parameters corresponding to the gas pressure in the undisturbed bubble,
\begin{equation}
p_{Gi}^* = \frac{3m_G R_G T_\infty}{2\pi \rho a^3 \Omega_0^2} = \frac{2p_{Gi}}{\rho a^2 \Omega_0^2},
\end{equation}
the Weber number $We$,
\begin{equation}
We = \frac{2\rho (a\Omega_0)^2 a}{\gamma},
\end{equation}
the Reynolds number $Re$,
\begin{equation}
Re = \frac{\rho (a\Omega_0) a}{\mu},
\end{equation}
and the dimensionless forcing pressure
\begin{equation}
p^*(\tau) = \frac{p_e(\tau \Omega_0^{-1}) - p_e(T_\infty)}{\frac{1}{2}\rho a^2 \Omega_0^2}.
\end{equation}

The convection-diffusion equation (2.1) is non-dimensionalized to read
\begin{equation}
\frac{\partial C}{\partial \tau} + \frac{x^2(\tau) x(\tau) \partial C}{\xi^2} \frac{\partial C}{\partial \xi} = \frac{1}{P} \frac{1}{\xi^2} \left( \xi^2 \frac{\partial C}{\partial \xi} \right),
\end{equation}
where $\xi$ is the dimensionless radial coordinate, $x(\tau)$ is the dimensionless bubble radius, and the Péclet number is $P = a^2 \Omega_0 / D$. Next we non-dimensionalize the Henry’s law boundary condition (2.4) to read
\begin{equation}
C(\xi = x(\tau), \tau) = \frac{p_{Gi}^*}{k^*} p_{Gi}^*(\tau) - C_\infty.
\end{equation}
The dimensionless Henry’s law constant is 

\[ k^* = \frac{2k}{\rho(\alpha_0)^2} \]

Note that we have subtracted the concentration at infinity from the concentration field, i.e. \( C = \tilde{C} - C_\infty \). Hence the initial and far-field conditions (2.5) become

\[ C(\xi, \tau = 0) = C(\xi \to \infty, \tau) = 0. \]

Finally, for a motionless bubble, we have

\[ p_{G_i}^* = p_0^* + \frac{8}{W_e}, \]

from which we obtain an alternate expression of the boundary condition at the bubble surface

\[ C(\xi = x(\tau), \tau) = \frac{p_0^*}{k^*} \left( 1 + \frac{8}{p_0^* W_e} \right) p_G^*(\tau) - C_\infty. \] (2.7)

The saturation concentration in the liquid separated from gas at pressure \( p_0^* \) by a plane boundary is \( C_{sp} = p_0^* / k^* \). The saturation concentration in the liquid separated from gas within a spherical bubble of dimensionless radius \( x = 1 \) is

\[ C_{sb} = C_{sp} \left( 1 + \frac{8}{p_0^* W_e} \right) = \frac{p_{G_i}^*}{k^*}. \]

### 2.1.1 Lagrangian formulation

The principal analytical difficulties presented by the governing equations are the following. First, the boundary condition at the surface of the bubble (2.7) is applied at a time-dependent value of the radial coordinate \( \xi = x(\tau) \); hence the problem is one with a moving boundary. Moreover, the boundary condition applied at the moving boundary is unsteady. The second observation is that the spatially inhomogeneous convection velocity can change sign, and is a nonlinear function of the bubble radius which evolves according to its own (nonlinear) ordinary differential equation. It is not possible to judge whether the convection tends to drive dissolved gas toward or away from the bubble. The goal of the present analysis is to refrain from specification of the bubble oscillation during development of the general theory in order that the concentration field and enhancement of transport may be studied for bubble oscillations that are as general as possible.
The first analytical difficulty, namely the moving boundary, can be eliminated by transforming the problem into Lagrangian coordinates; this is suggested by the observation that the bubble surface is a material surface. We assume the fluid outside the bubble is incompressible (at least for the purposes of solution of the convection-diffusion equation). Volume conservation and the particle paths one can obtain from the velocity field imply that the coordinate \( \sigma = \frac{1}{3}(\xi^3 - x^3(\tau)) \) has a constant value for a particle of fixed identity. In what follows, we shall work in the Lagrangian coordinates \((\sigma, \tau)\) rather than in the Eulerian coordinates \((\xi, \tau)\).

Equation (2.6) for the concentration field takes the form
\[
\frac{\partial C}{\partial \tau} = \frac{1}{P} \frac{\partial}{\partial \sigma} \left( \left(3\sigma + x^3(\tau)\right)^{4/3} \frac{\partial C}{\partial \sigma} \right),
\tag{2.8}
\]
with boundary and initial conditions
\[
C(\sigma = 0, \tau) = C_{sb} p_G^* G(\tau) - C_\infty, \tag{2.9}
\]
\[
C(\sigma, \tau = 0) = C(\sigma \to \infty, \tau) = 0.
\]
The equations now describe a field in a domain with a fixed boundary at the bubble surface.

In dimensionless, Lagrangian variables, the rate of transport is given by
\[
\frac{dm_G^*}{d\tau} = \frac{3}{P} x^4 \frac{\partial C(\sigma = 0, \tau)}{\partial \sigma}, \tag{2.10}
\]
where \(m_G^*\) is \(m_G\) divided by the mass of liquid displaced by the undisturbed bubble.

### 2.1.2 Splitting of the problem

In the limit of infinite \(P\), the concentration field is simply determined by the initial condition and the motion of the fluid particles outside the bubble; this is a consequence of the fact that (2.8) has the solution \(C(\sigma)\) in that limit. However, the solution for large but finite \(P\) is not a smooth perturbation of the solution for infinite \(P\) but a singular one. Physically the reasons for this are as follows. When \(P = \infty\), the concentration field is a material field with \(C\) constant for each material point of fluid outside the bubble. When
1 \ll \mathcal{P} < \infty$, however, the existence of diffusion means that $C$ changes slowly for a material point of fluid in response to the gradient in $C$ with neighboring material points. Of course, the gradient in $C$ with neighboring material points alternately steepens and shallows over a cycle of bubble oscillation. Hence there are two time-scales that are important in the problem; the indications are that a multiple-scales approach will be profitable. We refer the interested reader to the recent book by Hinch [26] for an insightful discussion of this reasoning.

Another analytical difficulty is the time dependent boundary condition (2.9). At large $\mathcal{P}$, the concentration field will be characterized by oscillatory behavior close to the bubble surface, due to the Henry’s law boundary condition, and by slow diffusion further away from the bubble. To solve for the concentration field, it is profitable to split the problem into two parts. One part, the oscillatory problem, corresponds to the oscillatory part of the boundary condition, but as we shall see this part contributes nothing to the mass transport, asymptotically in time. The second part, the smooth problem, represents the constant part of the boundary condition which produces the same effect on the concentration in the far field as the full, time dependent boundary condition. This constant boundary condition is not arbitrary but actually emerges from the solution of the oscillatory problem.

To begin the splitting, we define the average with respect to a convenient new nonlinear time $\hat{\tau}$

$$\hat{\tau}(\tau) \equiv \int_0^\tau x^4(\theta) d\theta; \quad (2.11)$$

the average is

$$\langle f(\sigma, \tau) \rangle_{\hat{\tau}} \equiv \frac{1}{\hat{\tau}(T)} \int_0^{\hat{\tau}(T)} f(\sigma, \hat{\tau}) d\hat{\tau} = \frac{1}{\int_0^T x^4(\tau) d\tau} \int_0^T f(\sigma, \tau) x^4(\tau) d\tau,$$

where $T$ is the dimensionless period of bubble oscillation. This somewhat peculiar averaging scheme will soon emerge as a clear manifestation of the spherical nature of the problem.

Using this average, we split the boundary condition at the surface of the bubble (2.9) as follows

$$C(\sigma = 0, \tau) = C_{sb} p_{G}^* (\tau) - C_\infty = C_{sb} \langle p_{G}^* (\tau) \rangle_{\hat{\tau}} - C_\infty + C_{sb} [ p_{G}^* (\tau) - \langle p_{G}^* (\tau) \rangle_{\hat{\tau}}],$$
where the oscillating part is associated with the oscillatory problem and the constant part with the smooth problem. The oscillatory problem is therefore
\[
\frac{\partial C_{osc}}{\partial \tau} = \frac{1}{P} \frac{\partial}{\partial \sigma} \left( \left( 3\sigma + x^3(\tau) \right)^{\frac{4}{3}} \frac{\partial C_{osc}}{\partial \sigma} \right),
\]
(2.12)
with boundary and initial conditions
\[
C_{osc}(\sigma = 0, \tau) = C_{sb} \left[ p^*_G(\tau) - \langle p^*_G(\tau) \rangle \hat{\tau} \right],
\]
(2.13)
\[
C_{osc}(\sigma, \tau = 0) = C_{osc}(\sigma \to \infty, \tau) = 0.
\]
The smooth problem is defined by
\[
\frac{\partial C_{sm}}{\partial \tau} = \frac{1}{P} \frac{\partial}{\partial \sigma} \left( \left( 3\sigma + x^3(\tau) \right)^{\frac{4}{3}} \frac{\partial C_{sm}}{\partial \sigma} \right),
\]
(2.14)
with boundary and initial conditions
\[
C_{sm}(\sigma = 0, \tau) = C_{sb} \langle p^*_G(\tau) \rangle \hat{\tau} - C_\infty,
\]
(2.15)
\[
C_{sm}(\sigma, \tau = 0) = C_{sm}(\sigma \to \infty, \tau) = 0.
\]
The sum of the solutions to the oscillatory and smooth problems is the solution to the full problem, i.e. \( C(\sigma, \tau) = C_{osc}(\sigma, \tau) + C_{sm}(\sigma, \tau) \). From equation (2.14) and boundary condition (2.15), it is straightforward to realize that (2.15) equal to zero gives the threshold criterion for rectified diffusion. We return to this point shortly.

The splitting just described closely parallels what one might do to solve for the motion in a fluid above an infinite flat plate that is moved horizontally in an impulsive fashion. Suppose that the plate is moved in an oscillatory manner with some nonzero mean velocity. As a consequence of the linear nature of the Navier-Stokes equations when restricted to the case of parallel flow in a domain of infinite extent, the problem is easily split in two. In one problem (Stokes’ first problem [49]) the flat plate moves at a uniform speed. In the second problem (Stokes’ second problem) the flat plate oscillates with zero mean. In both cases the motion of the fluid is most easily understood by the diffusion of vorticity created by the no-slip boundary condition on the solid wall. We refer the interested reader to Kundu [33] or to Leal [35] for a discussion of these points. The main difference between Stokes’ problems and the convection-diffusion problem pursued here is that we must resort to singular perturbation analyses in both the oscillatory and smooth problems.
2.2 The oscillatory problem

Solution of the oscillatory problem provides the rationale for the non-intuitive averaging procedure used to split the problem in the previous section, as well as the threshold condition for rectified diffusion. However, the oscillatory solution contributes virtually nothing to the mass transport across the bubble surface even at conditions far removed from threshold. To solve the oscillatory problem, we re-scale the spatial coordinate \( \sigma \) by the square-root of the Péclet number. Hence we define \( s = P^{1/2} \sigma \). The oscillatory equation (2.12) becomes

\[
\frac{\partial C_{\text{osc}}}{\partial \tau} = \frac{\partial}{\partial s} \left( \left( \frac{3}{P^{1/2}} + x^3(\tau) \right)^{\frac{4}{3}} \frac{\partial C_{\text{osc}}}{\partial s} \right).
\]

In the limit of large \( P \), this equation simplifies; to leading order, we have

\[
\frac{\partial C^0_{\text{osc}}}{\partial \tau} = x^4(\tau) \frac{\partial^2 C^0_{\text{osc}}}{\partial s^2},
\]

(2.16)

where \( C^0_{\text{osc}} \) is the leading term in an expansion of the form

\[
C_{\text{osc}} \left( \frac{s}{P^{1/2}}, \tau \right) = C^0_{\text{osc}}(s, \tau) + \frac{1}{P^{1/2}} C^1_{\text{osc}}(s, \tau) + \cdots.
\]

The leading order problem may be solved by rescaling time as in (2.11) in order to transform to a canonical parabolic equation. This yields

\[
\frac{\partial C^0_{\text{osc}}}{\partial \hat{\tau}} = \frac{\partial^2 C^0_{\text{osc}}}{\partial s^2}.
\]

Hence, after application of techniques from singular perturbation theory and a nonlinear transformation of time, the leading order solution of the oscillatory problem is identical to Stokes’ second problem of flow near an oscillating flat plate. Eller & Flynn [20] work out the details of the transient solution for the concentration field as an initial step in their analysis. However, they use a different boundary condition as we describe in section 2.4 below.

We compute the asymptotic solution \( \bar{C}^0_{\text{osc}} \) (indicated by an overbar) via a Fourier series approach, as follows. First, the boundary condition (2.13) is expanded as a Fourier series in the nonlinear time \( \hat{\tau} \):

\[
C^0_{\text{osc}}(s = 0, \hat{\tau}) = C_{sb} \left[ p^*_G(\tau) - \langle p^*_G(\tau) \rangle_{\hat{\tau}} \right]
\]
\[ = \sum_{m=1}^{\infty} \left[ a_m \cos (\omega_m \hat{\tau}) + b_m \sin (\omega_m \hat{\tau}) \right], \quad (2.17) \]

where

\[ \omega_m = \frac{2m\pi}{\hat{T}(T)} \]

It is of critical importance to note that there is no mean term in the Fourier expansion of the boundary condition in the nonlinear time by construction, because (2.13) implies

\[ a_0 = \frac{1}{\hat{T}(T)} \int_0^{\hat{T}(T)} C_{osc}^0(s = 0, \hat{\tau})d\hat{\tau} = 0. \]

Next, we assume a (real) solution of the form

\[ \bar{C}_{osc}^0(s, \hat{\tau}) = \sum_{m=-\infty, m\neq0}^{\infty} A_m(s) \exp \left[ \omega_m i \hat{\tau} \right]. \]

Term-by-term, one can solve to obtain the asymptotic concentration field for the oscillatory problem

\[ \bar{C}_{osc}^0(s, \tau) = \sum_{m=1}^{\infty} \exp \left[ -\left( \frac{\omega_m^2}{2} \right)^{1/2} s \right] \times \]

\[ \left\{ a_m \cos \left[ \omega_m \hat{\tau} - \left( \frac{\omega_m^2}{2} \right)^{1/2} s \right] + b_m \sin \left[ \omega_m \hat{\tau} - \left( \frac{\omega_m^2}{2} \right)^{1/2} s \right] \right\}. \quad (2.18) \]

Each mode is heavily damped with distance \( s \) away from the bubble. For example, the amplitude of mode \( m \) is reduced to one percent when \( s = 6.5/(\omega_m)^{(1/2)} \), i.e. when \( \sigma = 6.5/(P \omega_m)^{(1/2)} \). Hence by requiring the mean term to be zero, the effect of the oscillatory boundary condition is localized to a small boundary layer region close to the bubble. In order to expose the dependence of the boundary layer thickness on the driving frequency we express \( \omega_m \) and \( s \) in the original variables:

\[ \left( \frac{\omega_m}{2} \right)^{1/2} s \equiv \left( \frac{m\pi a^2 \Omega}{D} \right)^{1/2} \frac{1}{\hat{T}} \int_0^{\hat{T}} x^4(\theta)d\theta \]

where \( \Omega \) is the driving frequency. The average of \( x^4 \) (known as the fourth moment) is large for oscillations that linger at large \( x \). The parameters that tend to increase the boundary layer thickness are low frequency, small bubbles, large diffusion coefficient and nonlinear bubble oscillations. In figure 2.1 we show the asymptotic solution of the oscillatory problem of the concentration field for \( P = 1000 \) and \( x(\tau) = 1 + 0.1 \sin(2\pi \tau) \).
Figure 2.1: The asymptotic concentration profile for the oscillatory problem for $P = 1000$, $x(\tau) = 1 + 0.1 \sin(2\pi \tau)$ and $p_G^G(\tau) = x^{-4/2}(\tau)$ at (a) $\tau = T/4$, (b) $\tau = T/2$, (c) $\tau = 3T/4$ and (d) $\tau = T$. The plots show $\bar{C}_{osc}/C_{sb}$ versus the dimensionless Eulerian radial coordinate $\xi$. The circular arc shows the position of the bubble surface.
The rate of mass transport (2.10) expressed in the nonlinear time $\hat{\tau}$ and scaled spatial coordinate $s$ is

$$\frac{dm^*_G_{osc}}{d\hat{\tau}} = \frac{3}{\rho^{1/2}} \frac{\partial C_{osc}(s = 0, \hat{\tau})}{\partial s}. $$

In figure 2.2 we show, for comparison, the asymptotic rate of mass transport (solid curve) and the boundary condition for the concentration field (dashed curve) versus the nonlinear time $\hat{\tau}$. Note that their phase difference is not $\pi$, as one might expect, but $3\pi/4$. With the use of the asymptotic solution (2.18), it is a simple matter to determine that the associated mass transport over one period is zero. In Appendix A, we show that the asymptotic solution is reached very rapidly in a few periods of the bubble oscillation. Hence the mass transport associated with the transient in the oscillatory problem is negligible.

2.3 The smooth problem

It is in solving the smooth problem that we must develop a means by which to handle both convection-enhanced diffusion and the depletion layer associated with bubbles
that grow by rectified diffusion. The smooth problem is characterized by slow convection-enhanced diffusion and by a steady boundary condition. Therefore, we introduce a second
time scale \( \lambda \equiv \frac{\tau}{\mathcal{P}} = \frac{tD}{a^2} \), which captures the slow diffusive behavior. Furthermore, we
define for future use a second (conventional) time average with respect to \( \tau \) over one period
of bubble oscillation,

\[
\langle f(\sigma, \tau) \rangle_{\tau} \equiv \frac{1}{T} \int_{0}^{T} f(\sigma, \tau) d\tau.
\]  

(2.19)

Next we expand

\[
C_{sm}(\sigma, \tau) = C_{sm}^{0}(\sigma, \lambda, \tau) + \frac{1}{\mathcal{P}} C_{sm}^{1}(\sigma, \lambda, \tau) + \cdots.
\]

Then, to zeroth order in the small parameter \( \mathcal{P}^{-1} \), we have the system

\[
\frac{\partial C_{sm}^{0}}{\partial \tau} = 0,
\]  

(2.20)

with boundary and initial conditions

\[
C_{sm}^{0}(\sigma = 0, \lambda, \tau) = C_{sb}\langle p'_{C}(\tau) \rangle_{\tau} - C_{\infty},
\]

\[
C_{sm}^{0}(\sigma, \lambda = 0, \tau = 0) = C_{sm}^{0}(\sigma \to \infty, \lambda, \tau) = 0.
\]

The solution to the zeroth order problem (2.20) is simply \( C_{sm}^{0}(\sigma, \lambda, \tau) = C_{sm}^{0}(\sigma, \lambda) \). However \( C_{sm}^{0} \) is further determined by the first order problem:

\[
\frac{\partial C_{sm}^{1}}{\partial \tau} = -\frac{\partial C_{sm}^{0}}{\partial \lambda} + \frac{\partial}{\partial \sigma} \left( \left( 3\sigma + x^3(\tau) \right)^{\frac{4}{3}} \frac{\partial C_{sm}^{0}}{\partial \sigma} \right),
\]  

(2.21)

with boundary and initial conditions

\[
C_{sm}^{1}(\sigma = 0, \lambda, \tau) = C_{sm}^{1}(\sigma, \lambda = 0, \tau = 0) = C_{sm}^{1}(\sigma \to \infty, \lambda, \tau) = 0.
\]

We must ensure that there is no secular behavior, lest the expansion become disordered as \( \tau \) increases. Hence we force the right-hand-side of the first order problem (2.21) to have zero \( \tau \)-average (defined in (2.19)), this leads to a second equation for \( C_{sm}^{0} \)

\[
\frac{\partial C_{sm}^{0}}{\partial \lambda} = \frac{\partial}{\partial \sigma} \left( \left( 3\sigma + x^3(\tau) \right)^{\frac{4}{3}} \frac{\partial C_{sm}^{0}}{\partial \sigma} \right),
\]  

(2.22)

as a consequence of the critical simplification \( C_{sm}^{0}(\sigma, \lambda, \tau) = C_{sm}^{0}(\sigma, \lambda) \). It is interesting
to note that of the two time averages we have defined, \( \langle \cdot \rangle_{\tau} \) and \( \langle \cdot \rangle_{\tau} \), each has a strong
physical motivation. The time average with respect to the nonlinear time has the property of extracting mean behavior in Lagrangian spherical coordinates, whereas only the true time average can be used to distinguish secular behavior.

The smooth problem has a very straightforward asymptotic solution \( \bar{C}_{sm}^0(\sigma) \) (indicated by an overbar) in the limit \( \lambda \to \infty \), obtained as follows. We set \( \partial / \partial \lambda \equiv 0 \) and integrate once with respect to \( \sigma \). This yields

\[
\frac{b}{\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_\tau} = \frac{d\bar{C}_{sm}^0}{d\sigma},
\]

where \( b \) is a constant to be determined. A definite integration from zero to \( \infty \) yields

\[
b \int_0^\infty \frac{d\sigma}{\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_\tau} = \bar{C}_{sm}^0(\sigma \to \infty) - \bar{C}_{sm}^0(\sigma = 0) = C_{\infty} - C_{sb} \langle p_G^*(\tau) \rangle_{\tau}.
\]

Therefore, the asymptotic solution to the smooth problem is

\[
C_{sm}^0(\sigma) = (C_{sb} \langle p_G^*(\tau) \rangle_{\tau} - C_{\infty}) \left[ 1 - \frac{\int_0^\sigma \frac{d\sigma'}{\langle (3\sigma' + x^3(\tau))^{(4/3)} \rangle_\tau}}{\int_0^\infty \frac{d\sigma}{\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_\tau}} \right]. \tag{2.23}
\]

We emphasize that this solution is valid, asymptotically in time, for any nonlinear periodic bubble oscillation. In figure 2.3 we show plots of the asymptotic, smooth concentration profile at various instants of time for \( x(\tau) = 1 + 0.8 \sin(2\pi \tau) \) and \( p_G^*(\tau) = x^{-3.6}(\tau) \). In addition, \( b = 0 \) emerges clearly as the threshold condition for rectified diffusion.

The rate of mass transport (2.10) associated with the zeroth order approximation of the smooth problem is

\[
\frac{dm^*_G_{sm}}{d\lambda} = 3 \langle x^4(\tau) \rangle_\tau \frac{\partial C_{sm}^0(\sigma = 0, \lambda)}{\partial \sigma}.
\]

The asymptotic solution (2.23) gives an expression for the rate of mass transport

\[
\frac{d\bar{m}_{G_{sm}}(\lambda)}{d\lambda} = -3 \int_0^\infty \frac{[C_{sb} \langle p_G^*(\tau) \rangle_{\tau} - C_{\infty}]}{\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_\tau} d\sigma, \tag{2.24}
\]

which is valid for any nonlinear periodic bubble oscillation. Because the denominator of equation (2.24) is always positive, the threshold for rectified diffusion is

\[
C_{sb} \langle p_G^*(\tau) \rangle_{\tau} - C_{\infty} = 0. \tag{2.25}
\]
Figure 2.3: The asymptotic concentration profile for the smooth problem for the bubble oscillation $x(\tau) = 1 + 0.8 \sin(2\pi \tau)$ and $p^*_G(\tau) = x^{-3.6}(\tau)$ at (a) $\tau = 0$, (b) $\tau = T/4$, and (c) $\tau = T/2$. The plots show $\bar{C}_{sm}/C_{sb}$ versus the dimensionless Eulerian radial coordinate $\xi$ for the case $C_\infty = 0$. The circular arc shows the position of the bubble surface.
This relation agrees with the criterion developed by Eller & Flynn [20]. The growth rate of bubbles away from threshold conditions is close to the result of Eller & Flynn, except for large-amplitude oscillations.

The rate of mass transport associated with the transient in the smooth problem can be computed analytically only under the assumption of small oscillations, as discussed in Appendix B. The mass transport associated with the transient solution of the smooth problem is quite significant at the initial stages. It reaches its asymptotic limit for $\lambda \approx 10$; this corresponds to $t \approx 10a^2/D$ if expressed in dimensional variables. For example, outside a bubble of radius $35 \mu m$, the rate of mass transport reaches its asymptotic value by $t = 5$ seconds. This is still a short time when compared to the experiments of Crum [11] of 500 seconds duration.

### 2.4 Comparison with previous formulations

Now that we have completed our mathematical analysis, it is useful to return to the work of previous researchers in this area. We shall focus on the analysis of Eller & Flynn [20], as it is the basis for much of the theoretical work concerning rectified diffusion, including Eller [18], Eller [19], Crum [11], Crum & Hansen [13], and Church [10]. In each of these works, the underlying assumption is made that diffusion is of importance only in a thin layer near the surface of the bubble.

The thin-diffusion-layer approximation is exactly the same as the boundary layer analysis we undertook to solve the oscillatory problem, with one exception. In the oscillatory problem, the boundary condition has zero average $\langle \cdot \rangle_{\hat{\tau}}$; this ensures that the oscillatory concentration field differs from zero only in a thin layer of thickness $O(P^{-1/2})$ near the bubble surface. This is the reason, in our solution of the oscillatory problem, why the Fourier expansion of the boundary condition (2.17) has zero $\hat{\tau}$-mean.

In contrast, Eller & Flynn consider what we have called the oscillatory problem, but they apply the full boundary condition, i.e. including the $\hat{\tau}$-average term in the Fourier
expansion. In fact, when Eller & Flynn take their “high-frequency limit”, they simply replace the boundary condition by its $\hat{\tau}$-average! In other words, the high-frequency limit of Eller & Flynn is to solve what we call the oscillatory problem by applying what we use as the boundary condition of the smooth problem. This procedure, pursued by Eller & Flynn (and by others mentioned above), is valid only for short times, as pointed out in section 5 of their paper. The reason is that after some time has passed, the smooth boundary condition leads to a diffusion layer with thickness that grows like $\hat{\tau}^{1/2}$. Therefore the underlying assumption in the analysis eventually ceases to be valid. In the present work, we have defined unambiguously the splitting of the problem so that (i) the oscillating part of the boundary condition contributes (almost) nothing to the transport of gas and leads to a concentration field that differs from zero only in a thin layer of liquid near the bubble surface, for all time, and (ii) the steady part of the boundary condition is handled in a way that is uniformly valid in time and accounts for convection-enhanced diffusion.

2.5 Numerical results

Now we turn to numerical evaluation of the analytic expressions of (i) the threshold criterion for rectified diffusion and (ii) the rate of growth or dissolution of bubbles away from threshold conditions. A complete calculation of the rate of growth or dissolution of bubbles away from threshold conditions would, of course, have to account for slow changes in the periodic response of the bubble associated with its changing mass. However, close examination of the experimental results of Crum [11] reveals that the rate of growth or dissolution is very nearly constant over several million periods of bubble oscillations. An exception occurs when Crum observes the emergence of obvious surface waves on larger (e.g. strongly forced 50 $\mu$m) bubbles. This situation is clearly not addressed by the theory we have outlined. In summary, it would appear to be sufficient simply to examine the rate of growth of bubbles of various amplitudes under differing conditions.

The problem of computing the periodic response of a bubble to periodic variations in the background pressure has been approached via full numerical solution by Eller & Flynn
[20], by Eller [18], and more recently by Church [10] and Gaitan, et al. [24] using several different methods. In all works except that of Eller [18], the authors first computed then discarded the initial transient in order to obtain the asymptotic, periodic solution. The same is true in other areas of bubble research; Lauterborn [34] also computed then discarded initial transients to obtain frequency-response curves for periodically driven bubbles. This proves to be an expensive undertaking, particularly when one wants to examine changes in the bubble oscillations over regions of multi-dimensional parameter space. Eller [18] used a laborious shooting method to determine the initial conditions that lead to a periodic oscillation for a given set of parameter values. However, like the discarding of initial transients, this procedure also provides no information regarding why the oscillations change as one alters the parameter.

In view of these difficulties, many authors have assumed a (small amplitude sinusoidal) form of the radius as a function of time and used this as a basis for computing the required averages. These works include those of Hsieh & Plesset [27], Eller [18], Eller [19], Crum [11], Crum & Hansen [13], and Nagiev & Khabeev [38]. For small amplitudes of pressure variation about the mean, these methods are satisfactory, provided one is careful to avoid resonances.

We depart from previous work in what follows by using a new technique to compute asymptotic periodic bubble oscillations of arbitrary amplitude numerically, without proceeding through the transient. In order to accomplish this, we use a continuation algorithm to find the periodic bubble oscillation that is a global attractor at a new parameter value, by starting with an initial guess that is the converged solution at a nearby parameter value. The first task is to recast the system as an autonomous system of ordinary differential equations. This is easily done if one writes an auxiliary differential equation which has the periodic forcing as its global attractor. Then one simply couples the bubble oscillation to the driver. A suitable nonlinear driver sub-system is

\[
\begin{align*}
\dot{x}_3 &= x_3 + \theta x_4 - x_3 \left( x_3^2 + x_4^2 \right) \\
\dot{x}_4 &= -\theta x_3 + x_4 - x_4 \left( x_3^2 + x_4^2 \right),
\end{align*}
\]
which has the asymptotic solution \( x_3 = \sin(\theta t), x_4 = \cos(\theta t) \); the periodic driver motion is a normally-hyperbolic limit cycle. Therefore, the stability of the periodic bubble oscillation will be characterized by the eigenvalues of the associated fixed point of the Poincaré (or period) map that derive from the bubble sub-system.

The numerical method we use is AUTO (Doedel [16]). The differential equations (in time) are discretized using an extremely efficient adaptive collocation procedure. In practice, this provides a very accurate and quick way to generate asymptotic periodic bubble oscillations directly as one varies a parameter. We remark that the method only works in the presence of damping in the problem, which makes the periodic solution an attractor, in the bubble sub-system. To begin the method, we simply set the parameter that controls the coupling between the driver and bubble sub-systems to zero. Hence the initial solution is just the (steady) equilibrium in the bubble sub-system \( x(\tau) = 1 \), and the periodic driving motion in the driver sub-system. Thereafter, changing the coupling parameter from zero results in a smooth development of the asymptotic bubble oscillation in response to the driving. Moreover, continuation is possible in any of the many parameters of the problem, e.g. equilibrium bubble radius, amplitude of the driving pressure oscillations, interfacial tension, liquid saturation, etc. Readers well-versed in nonlinear dynamics will note that the method we have outlined will detect a period-doubling bifurcation to a solution of the form \( x(\tau) = x(\tau + 2T) \neq x(\tau + T) \). These solutions, which may occur at higher amplitudes of the forcing, are known to be of importance; see Lauterborn [34], Smereka, et al. [48] and Kamath & Prosperetti [30] for a discussion and examples. Note, however, that the quasi-periodic or chaotic motions described by these authors, as well as by Szeri & Leal [51], cannot be approached by the technique just described.

2.5.1 Nonlinear bubble dynamics

The method just outlined may be applied directly to any suitable model of bubble dynamics. In view of the expected importance of resonances, as shown by the numerical results of Church [10], and as a consequence of known inaccuracies of polytropic models near resonances, we make use of a more sophisticated non-polytropic bubble model. This model,
like the polytropic models, assumes that the pressure field within the bubble is uniform. However a spatially non-uniform temperature field is allowed. This requires solution of the energy equation for the gas within the bubble, which is a partial differential equation. We shall use the four-term Galerkin formulation of Kamath & Prosperetti [30]. Hence, to the bubble sub-system and driver sub-system, we append four ordinary differential equations for the amplitude coefficients of the Galerkin expansion of the temperature field. The pressure inside the bubble is given explicitly by an equation based on constant mass of gas within the bubble. These equations are given in the appendix of the paper by Kamath & Prosperetti [30]. The bubble sub-system consists of a second order ordinary differential equation which we transform into a first order system, and use the same scales as before to non-dimensionalize; this yields,

\[ \frac{dx_1}{d\tau} = x_2 \]

and

\[ \frac{dx_2}{d\tau} = \left[ 3 \frac{x_2^2}{3} \frac{x_2}{c^*} - 1 \right] + \left( 1 + \frac{x_2}{c^*} \right) \left( p_B^* - p^* \right) + \frac{x_1}{c^*} \left( \frac{8 x_2}{We x_1^2} + \frac{8 x_2^2}{Re x_1^2} - p_{G1}^* \frac{dp_G^* (\tau)}{d\tau} \right) \times \left[ 2 \left( 1 - \frac{x_2}{c^*} \right) x_1 + \frac{8}{Re c^*} \right]^{-1}, \]

where

\[ p_B^* = p_{G1}^* p_G(\tau) - \frac{8}{We x_1} - \frac{8 x_2}{Re x_1}, \]

\[ p^* = p_\infty^* \left[ 1 - \frac{p_A^* (1/\Omega_0 [\tau + x_1/c^*])}{p_\infty^*} \right], \]

and the dimensionless sound speed is \( c^* = c/(a\Omega_0) \).

### 2.5.2 Threshold criterion

In figures 2.4 and 2.5 we show plots of the threshold criterion for rectified diffusion (2.25), together with some experimental points, due to Eller [18] and Crum [11] respectively.

The physical parameters are the threshold ratio of the amplitude of pressure oscillations with respect to the background pressure versus the equilibrium bubble radius. The curves in the figures are computed as follows. We begin the continuation algorithm at the
Figure 2.4: The ratio of the threshold pressure amplitude for rectified diffusion to the steady part of the background pressure versus equilibrium bubble radius. The bubbles are driven at a frequency of 26.6 kHz, and the interfacial tension is 73 dynes cm$^{-1}$. The dashed curve is (2.25) for saturated liquid (as reported by Eller [18]), the solid curve is (2.25) for a saturation of 101.5 % (a correction suggested by Church [10]), the points are the experimental data of Eller [18].

Figure 2.5: The ratio of the threshold pressure amplitude for rectified diffusion to the steady part of the background pressure versus equilibrium bubble radius for different far-field concentrations of gas in the liquid. The solid curves are (2.25), with $C_{sp}/C_{\infty} = 0.95$ (uppermost), 1.00, 1.01, and 1.04 (bottom). The points are the experimental data of Crum [11] at the same conditions. The bubbles are driven at a frequency of 22.1 kHz and the interfacial tension is 68 dynes cm$^{-1}$. 
trivial (normally-hyperbolic) periodic attractor in which the driver sub-system is completely
decoupled from the bubble sub-system. Thereafter, the coupling parameter, which corre-
sponds physically to the amplitude of background pressure variations, is increased slowly
from zero. While this is happening, we monitor the value of the threshold function, the
left-hand-side of (2.25). As the pressure amplitude increases, yielding bubble oscillations
of larger and larger amplitude, the threshold function smoothly passes through zero. We
capture the exact value of the pressure amplitude at which the threshold function yields
zero. In this way the threshold pressure amplitude is obtained for a bubble of a single
equilibrium radius, without computing any transients.

From this first point, we use continuation to trace out the remainder of the threshold
curve by switching tactics. The parameter corresponding to the value of the threshold
function is held constant, while continuation in \( a \) takes place. An additional free parameter
is required; this is met by the amplitude of pressure variations. As one can see from
figures 2.4 and 2.5, the threshold pressure amplitude generally decreases with increasing
equilibrium bubble radius.

Note that even with the improvements of the theory we have put forward, including
a much more sophisticated means for determination of nonlinear bubble oscillations, the
problem remains that the threshold condition is accurate only near saturation. In other
words, the threshold amplitude of background oscillations is in error, compared with the
experiments shown in figures 2.4 and 2.5, at over-and under-saturated conditions. At satu-
rations of 1 and 1.01, the threshold results agree quite well with the experimental data of
Crum. The agreement between theory and the experimental data of Eller [18], shown in
figure 2.4, is not as good unless one takes as 101.5 % as the saturation of the liquid. This
correction is suggested by Church [10]. While the errors may in part be due to experimental
difficulties, these results may also indicate the need to account for the physical effects of
surfactants on the gas transport across the dynamic interface.
2.5.3 Rate of growth of bubbles away from threshold conditions

Finally, we turn to an investigation of the rate of growth of bubbles away from threshold conditions. Following Eller [18], the rate of growth of the equilibrium bubble radius is related to the mass transfer (given by (2.24)) as follows

\[
\frac{da}{dt} = a \Omega_0 \frac{R_G}{3 M p_0} \frac{T_\infty \rho}{\bar{p}} \left( 1 + \frac{16}{3 We p_0^2} \right)^{-1} \frac{dm_{G,s}^*}{d\lambda} \\
= a \Omega_0 \frac{R_G}{M p_0} \frac{T_\infty \rho}{\bar{p}} \left( 1 + \frac{16}{3 We p_0^2} \right)^{-1} \left( C_\infty - C_{sb} \langle \bar{p}_G^* (\tau) \rangle_\tau \right) \int_0^\infty \frac{d\sigma}{\langle (3\sigma + x^3 (\tau))^{(4/3)} \rangle_\tau}.
\] (2.26)

In figure 2.6 we show a plot of the rate of bubble growth versus equilibrium bubble radius, for bubbles forced by a background pressure field oscillating at an amplitude of 0.2 bar. Also included in the figure are the experimental points of Eller [18]. The general trend is for larger bubbles (in terms of equilibrium radius) to grow faster.

The slight bump at \( a \) just less than 60 \( \mu m \) corresponds to a resonance in the bubble dynamical equations. This may be seen in the bubble response curve in figure 2.7.
measure of the solution on the vertical axis, we have taken the maximum bubble radius over the periodic attractor. On the horizontal axis is the equilibrium bubble radius. For reference, in figure 2.8 we show several bubble time traces for various equilibrium bubble radii in figure 2.7.

One can observe that the bubble growth rates predicted theoretically by the methods outlined above, and plotted as the solid curve in figure 2.6, are of the same order as the experimental results. The predictions are quite good for smaller bubbles, but for larger bubbles the growth rates are quite seriously under-predicted. Contrary to the polytropic model (Appendix C) the effect of resonances is ruled out as the reason for the poor agreement between theory and experiment. It would appear that the speculations of Crum [11] and Church [10] on the importance of surfactants even in relatively clean laboratory situations cannot be overlooked in a complete description of the phenomenon of rectified diffusion.
Figure 2.8: Time traces of the bubble response at various points along the branch indicated in figure 2.7. The plots show the bubble radius in $\mu$m versus dimensionless time. The equilibrium radii are (a) 32, (b) 48, (c) 53.4, (d) 57.4, (e) 62.9, and (f) 70 $\mu$m.
2.6 Conclusions

We have presented a new formulation and solution of the problem of mass transport across the dynamic interface of a soluble spherical gas bubble undergoing volume oscillations in a liquid. The validity of the methods employed depends on the Péclet number being large, for then the time scale associated with diffusion of dissolved gas through the liquid is very much longer than the time scale associated with convection of dissolved gas by the radial velocity in the liquid arising from bubble oscillations. This approach is a departure from previous theoretical analyses of the problem, in which either infinitesimal bubble oscillations or threshold conditions (or both) were assumed. The principal theoretical barriers overcome in this work are (i) how to formulate the problem for the depletion layer outside a bubble that is growing via rectified diffusion (or the excess layer outside a dissolving bubble), (ii) how to handle convection-enhanced diffusion of dissolved gas in the liquid, where the motion is driven by the bubble oscillations, and (iii) how to formulate a problem for the time-dependent part of the Henry’s law boundary condition that yields a solution that differs from zero only in a thin layer of liquid near the surface of the bubble, for all time.

To accomplish these advances, we split the convection-diffusion problem problem into two parts: the oscillatory problem and the smooth problem. The splitting corresponds in a certain sense, to Stokes’ first problem of the impulsive motion of an infinite flat plate and to Stokes’ second problem of an oscillating infinite flat plate. The solutions to the oscillatory and smooth problems are valid everywhere in the liquid. The solution of the oscillatory problem is characterized by a boundary layer in the concentration field of thickness controlled by the Péclet number. The oscillatory concentration field accounts for the unsteady part of the boundary condition, but quickly approaches zero as one moves away from the bubble. The solution of the smooth problem accounts for the steady or average part of the boundary condition, as well as the net flux of dissolved gas toward or away from the oscillating bubble. As a consequence of the small diffusivity of gases in liquids, the smooth problem is efficiently treated using the method of multiple scales in time, with evolution on a slow time scale controlled by the Péclet number superposed on motion on the fast time scale associated with bubble oscillations. Unlike the work of previous authors described above,
we need assume neither small amplitude sinusoidal oscillations nor threshold conditions to solve for the concentration field using the new formulation.

Even with the progress reported here on the formulation and solution of the problem of mass transport across a dynamic interface, it seems clear after comparison with experimental results that some physics remains unaccounted for. Although the theory and experiment agree quite well for small bubbles that grow slowly in saturated liquids, the prevalence of large growth rates for strongly forced bubbles remains elusive. It would appear that a likely candidate for the remaining physics that ought to be included in a complete theory is the modification of the gas transport across the bubble surface owing to the (ubiquitous) presence of surface active materials, which is going to be investigated in the following chapter.
Chapter 3

Effect of Surfactants on Bubble Growth Rates

The techniques developed in chapter 2 are used to solve the gas transport problem associated with an oscillating bubble contaminated with surfactants. Although the governing convection-diffusion equation is the same, the boundary condition on the bubble surface is modified, to account for the effect of surfactants, and a more delicate treatment is required.

3.1 Formulation

In this section we formulate the problem for dissolution or growth of a soluble, spherical bubble undergoing volume oscillations in response to some external forcing in a liquid contaminated with surfactants. As in section 2.1, the differential equation governing the convection and diffusion of a dissolved gas in a liquid outside a spherically symmetric bubble is, in spherical polar coordinates,

\[ \frac{\partial \tilde{C}}{\partial t} + \frac{R^2(t)\dot{R}(t)}{r^2} \frac{\partial \tilde{C}}{\partial r} = D \frac{\partial}{\partial r} \left( r^2 \frac{\partial \tilde{C}}{\partial r} \right), \]

where \( \tilde{C} \) is the mass fraction of gas dissolved in the liquid, \( R^2(t)\dot{R}(t)/r^2 \) is the radial velocity field in the liquid associated with the bubble oscillations, \( D \) is the diffusivity of the gas in the liquid, and the bubble radius \( R \) is a function of time \( t \). The radius \( R(t) \) may be obtained by integration of the equations of motion of the bubble. We defer any specification of these equations to section 3.6 on numerical results, and section 2.5.1 in the previous chapter. The bubble is assumed to be created in a fluid which initially has a uniform concentration of the gas \( \tilde{C}_\infty \). Hence the initial condition and the far-field conditions are

\[ \tilde{C}(r, t = 0) = \tilde{C}(r \to \infty, t) = \tilde{C}_\infty. \]
In the clean surface problem, the boundary condition is developed by application of Henry’s law which relates the concentration of a gas in a liquid to the partial pressure of the gas above the liquid. In the presence of surfactants the concentration of the interface is no longer in equilibrium. The surfactant monolayer affects the mass transfer characteristics of the interface, both at the microscopic and at the macroscopic level, a fact established by numerous experiments [39, 21, 55, 42]. The Henry’s law boundary condition of the clean surface problem (boundary condition of the first kind) is replaced by a flux boundary condition of the third kind in which the nonequilibrium partitioning of the gas across the interface is the driving force behind mass transport through the surfactant monolayer. In the present analysis we employ the interfacial resistance model suggested by Plevan & Quinn [42]. This model was placed on firmer theoretical ground by Borwankar & Wasan [6] using the microscopic approach of Brenner & Leal [7]. The result is that the flux through the interface is proportional to the difference of the surface concentration and the equilibrium concentration (given by Henry’s law); this is expressed mathematically as

$$D \frac{\partial \bar{C}(r = R(t), t)}{\partial r} = \frac{1}{\bar{R}_I} \left( \bar{C}(r = R(t), t) - \frac{p_G(t)}{k} \right).$$

Here $p_G(t)$ is the partial pressure of the gas and $k$ is the (equilibrium partition) constant of Henry’s law. The constant of proportionality $\bar{R}_I$ measures the resistance of the monolayer, i.e. if $\bar{R}_I \to 0$ the clean surface problem is recovered (Chapter 2). In general, $\bar{R}_I$ depends strongly on the concentration of surfactants on the interface; for the present we shall treat it as a general function of time, $\bar{R}_I = \bar{R}_I(t)$. We develop an explicit form for $\bar{R}_I(t)$ in section 3.5 below.

As in Chapter 2 the transport problem is recast in dimensionless, Lagrangian coordinates to yield

$$\frac{\partial C}{\partial \tau} = \frac{1}{\mathcal{P}} \frac{\partial }{\partial \sigma} \left( (3 \sigma + x^3(\tau))^{(4/3)} \frac{\partial C}{\partial \sigma} \right),$$

with boundary and initial conditions

$$\frac{x^2(\tau) R_I(\tau)}{\mathcal{P}} \frac{\partial C(\sigma = 0, \tau)}{\partial \sigma} = C(\sigma = 0, \tau) - (C_{sb} p_G^*(\tau) - C_\infty),$$

$$C(\sigma, \tau = 0) = C(\sigma \to \infty, \tau) = 0.$$
The scales for nondimensionalization are \( a \), the radius of the undisturbed bubble, and \( \Omega_0^{-1} \), the inverse natural frequency of radial oscillations of the bubble about the undisturbed state. The dimensionless parameters introduced are the Péclet number \( (\mathcal{P} = a^2\Omega_0/D) \), which is the ratio between the time scales for convection and diffusion; the dimensionless bubble radius \( x(\tau) \); and the dimensionless interfacial resistance, \( R_I(\tau) = \tilde{R}_I(t\Omega_0)/a\Omega_0 \). As explained in Chapter 2, if the initial pressure inside the bubble is used to non-dimensionalize Henry’s constant we get the dimensionless parameter \( C_{sb} = p_{Gi}/k \), which corresponds to the saturation concentration in the liquid separated from a gas within a spherical bubble with initial pressure \( p_{Gi} \). The dimensionless Lagrangian coordinate is

\[
\sigma \equiv \frac{1}{3} \left( \frac{r^3}{a^3} - x^3(\tau) \right).
\]

We have subtracted the concentration at infinity from the concentration field, i.e., \( C = \tilde{C} - \tilde{C}_\infty \).

### 3.2 Oscillatory problem

Following the analysis in Chapter 2 we shall split the problem in two, in order to handle the complicated boundary condition. We proceed to split the time-dependent boundary condition into a constant and an oscillating part, making use of the linearity of the problem for the concentration field. The constant part of the boundary condition is associated with the smooth problem \( (C_{sm}) \) and the oscillating part of the boundary condition with the oscillatory problem \( (C_{osc}) \).

Because the convection-diffusion equation for \( C \) is linear, the splitting is not unique. The splitting is defined by requiring the solution to the oscillatory problem to be different from zero only in a thin layer near the bubble surface in a way that is uniformly valid in time (see section 2.2). This was accomplished to leading order in the small parameter \( \mathcal{P}^{-1/2} \). In effect, this procedure places a restriction on what part of the total boundary condition we can ascribe to the oscillatory problem, in order that it should be nonzero in only a thin layer near the bubble surface. The remainder of the boundary condition is satisfied by the
smooth solution, which is permitted to be nonzero away from the bubble surface. We treat the oscillatory problem using the method of matched asymptotic expansions. The outer approximation to the solution of the oscillatory problem is identically zero by construction if we restrict the boundary condition of the oscillatory problem in such a way as to have the outer limit of the inner approximation be zero. In this case, the inner approximation to the solution of the oscillatory problem is uniformly valid in space.

To begin the splitting, we transform the problem (3.1) into the oscillatory form using (i) the nonlinear time \( \hat{\tau} \), developed by Plesset & Zwick [41] and later used by Eller & Flynn [20]:

\[
\hat{\tau}(\tau) \equiv \int_{0}^{\tau} x^4(\theta) d\theta,
\]

and (ii) the re-scaled Lagrangian coordinate \( s = P^{1/2} \sigma \). The result is:

\[
\frac{\partial C_{osc}}{\partial \hat{\tau}} = \frac{\partial}{\partial s} \left( \left( \frac{3s}{\Delta^2(\hat{\tau})} + 1 \right)^{1/3} \frac{\partial C_{osc}}{\partial s} \right).
\]

Next we assume an expansion of the form

\[
C_{osc} = C_{osc}^0(s, \hat{\tau}) + \frac{1}{P^{1/2}} C_{osc}^1(s, \hat{\tau}) + \frac{1}{P} C_{osc}^2(s, \hat{\tau}) + \cdots,
\]

together with a similar expansion for the smooth problem, and use the binomial theorem to expand equation (3.3) for large \( P \) (small \( P^{-1/2} \)). To zeroth and first order we have

\[
\frac{\partial C_{osc}^0}{\partial \hat{\tau}} = \frac{\partial^2 C_{osc}^0}{\partial s^2} \quad C_{osc}^0(s = 0, \hat{\tau}) = C_{sb} \rho_{G}(\hat{\tau}) - C_{\infty} - C_{osc}^0(\sigma = 0, \hat{\tau}),
\]

and

\[
\frac{\partial C_{osc}^1}{\partial \hat{\tau}} = \frac{\partial^2 C_{osc}^1}{\partial s^2} + \frac{4}{\Delta^2(\hat{\tau})} \frac{\partial}{\partial s} \left( \frac{x^4(\hat{\tau})}{s} \frac{\partial C_{osc}^0}{\partial s} \right) \quad C_{osc}^1(s = 0, \hat{\tau}) = x^2(\hat{\tau}) R_{1}(\hat{\tau}) \frac{\partial C_{osc}^0(s = 0, \hat{\tau})}{\partial s} - C_{osc}^1(\sigma = 0, \hat{\tau}),
\]

respectively. In (3.4) and (3.5) we have introduced the extra terms, \( C_{osc}^0(\sigma = 0, \hat{\tau}) \) and \( C_{osc}^1(\sigma = 0, \hat{\tau}) \) to aid in splitting the problem. Effectively, in (3.4) and (3.5) we write the boundary condition of the oscillatory problem at a given order in \( P^{-1/2} \) as the full boundary
condition at that order minus the boundary condition of the smooth problem at that order. $C_{s_{m}}^{0}(\sigma = 0, \hat{\tau})$ and $C_{s_{m}}^{1}(\sigma = 0, \hat{\tau})$ are the constant parts of the boundary condition that we shall use in order to satisfy the conditions for the splitting.

The next step is to ensure that the long-time asymptotic solutions (indicated by an overbar), $\bar{C}_{0_{osc}}$ and $\bar{C}_{1_{osc}}$, are uniformly valid in space and do not require an outer expansion. This is achieved by forcing the “outer” limit of $\bar{C}_{0_{osc}}$ and $\bar{C}_{1_{osc}}$, i.e. as $s \to \infty$, to be zero. As a result, the outer approximation for the oscillatory problem leads to a homogeneous problem with both boundary conditions and initial condition zero.

As we shall see, the oscillatory problem contributes very little to the mass transport across the bubble surface. An expression for the amount of mass transfer is

$$m_{G}^{*}(\hat{\tau}) - m_{G}^{*}(0) = \frac{1}{\bar{T}} \int_{0}^{\hat{\tau}} \frac{\partial C(\sigma = 0, \hat{\tau}')}{\partial \sigma} d\hat{\tau'},$$

where $m_{G}^{*}$ is the mass of the gas in the bubble divided by the mass of liquid displaced by the undisturbed bubble. A more useful expression can be easily obtained from the differential equation for the concentration field (3.1) by two integrations; one in $s$ from zero to infinity and one in $\hat{\tau}$

$$m_{G}^{*}(\hat{\tau}) - m_{G}^{*}(0) = -\int_{0}^{\infty} C(\sigma', \hat{\tau})d\sigma'.$$

(3.6)

### 3.2.1 Zeroth order oscillatory problem

The zeroth order problem is presented in detail in section 2.2 where it was shown that the outer limit of the zeroth order oscillatory problem is zero, if the average of the boundary condition with respect to the time $\hat{\tau}$ is zero, i.e. $\langle C_{osc}^{0}(0, \hat{\tau}) \rangle_{\hat{\tau}} = 0$. The average $\langle \cdot \rangle_{\hat{\tau}}$ is defined by

$$\langle f(\sigma, \hat{\tau}) \rangle_{\hat{\tau}} \equiv \frac{1}{\hat{\tau}(T)} \int_{0}^{\hat{\tau}(T)} f(\sigma, \hat{\tau})d\hat{\tau} = \frac{1}{\int_{0}^{T} x^{4}(\tau)d\tau} \int_{0}^{T} f(\sigma, \tau)x^{4}(\tau)d\tau,$$

where $T$ is the dimensionless period of bubble oscillation. Hence the boundary conditions for $C_{osc}^{0}$ and $C_{sm}^{0}$ are determined from (3.4) to be

$$C_{osc}^{0}(s = 0, \hat{\tau}) = C_{sb}[p_{G}^{*}(\hat{\tau}) - \langle p_{G}^{*}(\hat{\tau}) \rangle_{\hat{\tau}}]$$
and

\[ C_{\text{osc}}^0(\sigma = 0, \tau) = C_{sb} \langle p_G^*(\hat{\tau}) \rangle_{\hat{\tau}} - C_{\infty}, \quad (3.7) \]

respectively. The asymptotic solution \( C_{\text{osc}}^0 \) is very quickly approached within a few periods of bubble oscillation; it is easily computed using Fourier series. The result is the same as the clean bubble problem treated in section 2.2:

\[
C_{\text{osc}}^0(s, \hat{\tau}) = \sum_{m=1}^{\infty} \exp\left[-\left(\frac{\omega_m}{2}\right) s\right] \times \left\{ a_m \cos \left[\frac{\omega_m \hat{\tau} - \left(\frac{\omega_m}{2}\right) s}{s}\right] + b_m \sin \left[\frac{\omega_m \hat{\tau} - \left(\frac{\omega_m}{2}\right) s}{s}\right]\right\}, \quad (3.8)
\]

where \( a_m \) and \( b_m \) are the expansion coefficients of the boundary condition

\[
\langle C_{\text{osc}}^0(s = 0, \hat{\tau}) \rangle_{\hat{\tau}} = C_{sb} \left[ p_G^*(\hat{\tau}) - \langle p_G^*(\hat{\tau}) \rangle_{\hat{\tau}} \right] = \sum_{m=1}^{\infty} [a_m \cos (\omega_m \hat{\tau}) + b_m \sin (\omega_m \hat{\tau})]
\]

and

\[
\omega_m = \frac{2m\pi}{\bar{\tau}(T)}
\]

The long-time rate of mass transport is determined from (3.6). The zeroth order oscillatory problem \( C_{\text{osc}}^0 \) does not contribute to any net bubble growth or dissolution, because the mass transport is a periodic function of time \( \langle \hat{\tau} \rangle \) with zero mean.

3.2.2 First order oscillatory problem

The condition for uniform validity of \( C_{\text{osc}}^1 (3.5) \) is not so straightforward to obtain as a consequence of the inhomogeneous term. In Appendix D we show that the condition for uniform validity of the oscillatory problem is

\[
\langle C_{\text{osc}}^i(s = 0, \hat{\tau}) \rangle_{\hat{\tau}} = \int_0^\infty \int_\infty^{s'} \langle F^i(s'') \rangle_{\hat{\tau}} ds'' ds',
\]

where \( F^i \) is the inhomogeneous term (forcing term) associated with \( i \)th order oscillatory problem. The resulting condition for the \( C_{\text{osc}}^1 \) problem is

\[
\langle C_{\text{osc}}^1(0, \hat{\tau}) \rangle_{\hat{\tau}} = -\left\langle \frac{4}{x^3(\hat{\tau})} \int_0^\infty C_{\text{osc}}^0(s', \hat{\tau}) ds' \right\rangle_{\hat{\tau}}. \quad (3.9)
\]
Hence the parts of the total boundary conditions ascribed to $C_{osc}^1$ and $C_{sm}^1$ are determined from (3.5) to be

$$C_{osc}^1(s = 0, \hat{\tau}) = x^2(\hat{\tau})R_I(\hat{\tau}) \frac{\partial C_{osc}^0(s = 0, \hat{\tau})}{\partial s} - \left( \left\langle x^2(\hat{\tau})R_I(\hat{\tau}) \frac{\partial C_{osc}^0(s = 0, \hat{\tau})}{\partial s} \right\rangle \hat{\tau} + \left\langle \frac{4}{x^3(\hat{\tau})} \int_0^\infty C_{osc}^0(s', \hat{\tau}) ds' \right\rangle \hat{\tau} \right)$$

and

$$C_{sm}^1(\sigma = 0, \tau) = \left\langle x^2(\hat{\tau})R_I(\hat{\tau}) \frac{\partial C_{osc}^0(s = 0, \hat{\tau})}{\partial s} \right\rangle \hat{\tau} + \left\langle \frac{4}{x^3(\hat{\tau})} \int_0^\infty C_{osc}^0(s', \hat{\tau}) ds' \right\rangle \hat{\tau} \right), \quad (3.10)$$

respectively. The asymptotic solution $\tilde{C}_{osc}^1$ is not required in the present analysis as our intent is to solve the smooth problem through order $\mathcal{P}^{-1/2}$. The solution can be obtained using Fourier series.

To compute the amount of mass transfer due to the first order oscillatory problem we use (3.6) and recall that the mean part of the long-time asymptotic solution $\bar{C}_{osc}^1$ decays exponentially as shown in Appendix D. Hence, the first order oscillatory problem contributes very little to the transport, and then only in the initial stages.

### 3.3 The smooth problem

The smooth problem is defined by

$$\frac{\partial C_{sm}}{\partial \tau} = \frac{1}{\mathcal{P}} \frac{\partial}{\partial \sigma} \left( (3\sigma + x^3(\tau))^{(1/3)} \frac{\partial C_{sm}}{\partial \sigma} \right), \quad (3.11)$$

with the boundary condition (obtained by the sum of 3.7 and 3.10)

$$\frac{x^2(\hat{\tau})R_I(\hat{\tau})}{\mathcal{P}} \frac{\partial C_{sm}(\sigma = 0, \tau)}{\partial \sigma} = C_{sm}(\sigma = 0, \tau) - [C_{sb} \left\langle p_G^s(\hat{\tau}) \right\rangle \hat{\tau} - C_{\infty}] - \frac{1}{\mathcal{P}^{1/2}} \left[ \left\langle x^2(\hat{\tau})R_I(\hat{\tau}) \frac{\partial C_{osc}^0(s = 0, \hat{\tau})}{\partial s} \right\rangle \hat{\tau} + \left\langle \frac{4}{x^3(\hat{\tau})} \int_0^\infty C_{osc}^0(s', \hat{\tau}) ds' \right\rangle \hat{\tau} \right] + \mathcal{O} \left( \mathcal{P}^{-1} \right) \quad (3.12)$$

and initial condition

$$C_{sm}(\sigma, \tau = 0) = C_{sm}(\sigma \to \infty, \tau) = 0.$$

The smooth boundary condition (3.12) includes terms of order $\mathcal{P}^{-1/2}$ and represents a higher order correction to our earlier solution in Chapter 2, in the case of a clean surface.
In the clean surface problem \( (R_I(\tau) = 0) \) the additional term presents a small correction as it is multiplied by \( \mathcal{P}^{-1/2} \) which is very small at conditions of practical interest. As we shall demonstrate, the correction is not small in the surfactant-covered surface problem because \( R_I(\tau) \) happens to be of the same magnitude as \( \mathcal{P}^{1/2} \) in the physical problems of interest.

The smooth problem is treated by the method of multiple scales in time. Similar to section 2.3 we introduce a second time scale \( \lambda = \tau / \mathcal{P} = tD/a^2 \), which captures the slow diffusive behavior and define a second (conventional) time average with respect to the fast time \( \tau \),

\[
\langle f(\sigma, \tau) \rangle _\tau \equiv \frac{1}{T} \int_0^T f(\sigma, \tau) d\tau.
\]  

Equation (3.11) transforms to

\[
\frac{\partial C_{sm}}{\partial \tau} + \frac{1}{\mathcal{P}} \frac{\partial C_{sm}}{\partial \lambda} = \frac{1}{\mathcal{P}} \frac{\partial}{\partial \sigma} \left( (3\sigma + x^3(\tau))^{(4/3)} \frac{\partial C_{sm}}{\partial \sigma} \right).
\]  

Next we expand

\[
C_{sm}(\sigma, \tau) = C_{sm}^0(\sigma, \lambda, \tau) + \frac{1}{\mathcal{P}^{1/2}} C_{sm}^1(\sigma, \lambda, \tau) + \frac{1}{\mathcal{P}} C_{sm}^2(\sigma, \lambda, \tau) + \frac{1}{\mathcal{P}^{3/2}} C_{sm}^3(\sigma, \lambda, \tau) + \cdots.
\]

Note that we must expand the smooth problem in powers of \( \mathcal{P}^{-1/2} \) in view of the asymptotic sequence in the boundary condition (3.12). Upon substituting in our expansion for \( C_{sm} \) and equating coefficients of like powers of \( \mathcal{P}^{-1/2} \), we obtain a sequence of problems for \( C_i^{sm} \) for \( i = 0, 1, 2, \cdots \). We remark that the \( C_0^{sm} - C_2^{sm} \) problems decouple from \( C_1^{sm} - C_3^{sm} \). To zeroth and first order in the small parameter \( \mathcal{P}^{-1/2} \), we have the systems

\[
\frac{\partial C_i^{sm}}{\partial \tau} = 0, \quad \text{where } i = 0, 1
\]  

with boundary and initial conditions

\[
C_0^{sm}(\sigma = 0, \lambda, \tau) = C_{sb} \langle p_C(\hat{\tau}) \rangle _{\hat{\tau}} - C_{\infty},
\]

\[
C_1^{sm}(\sigma = 0, \lambda, \tau) = \left[ \langle x^2(\hat{\tau})R_I(\hat{\tau}) \frac{\partial C_{osc}^0(s = 0, \hat{\tau})}{\partial s} \rangle _{\hat{\tau}} + \left\langle \frac{4}{x^3(\hat{\tau})} \int_0^\infty C_{osc}^0(s', \hat{\tau}) ds' \right\rangle _{\hat{\tau}} \right],
\]

\[
C_i^{sm}(\sigma, \lambda = 0, \tau = 0) = C_i^{sm}(\sigma \to \infty, \lambda, \tau) = 0, \quad i = 0, 1.
\]

The solution to the zeroth and first order problems (3.14) is simply \( C_i^{sm}(\sigma, \lambda, \tau) = C_i^{sm}(\sigma, \lambda) \), \( i = 0, 1 \). However \( C_2^{sm} \) is further determined by ensuring that there is no secular behavior
in $C_{i sm}^{i+2}$, lest the expansion become disordered as $\tau$ increases. Hence we force the right-hand side of the second and third order problems to have zero $\tau$-average (defined in (3.13)); this leads to a second equation for $C_{i sm}^i$ ($i = 0, 1$)

$$\frac{\partial C_{i sm}^i}{\partial \lambda} = \frac{\partial}{\partial \sigma} \left( \langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_{\tau} \frac{\partial C_{i sm}^i}{\partial \sigma} \right).$$

The smooth problem has a very straightforward asymptotic solution $\bar{C}_{i sm}^i(\sigma)$ (indicated by an overbar) in the limit $\lambda \to \infty$, developed in section 2.3:

$$\bar{C}_{i sm}^i(\sigma) = C_{i sm}^i(\sigma = 0) \left[ 1 - \frac{\int_0^\sigma \frac{d\sigma'}{\langle (3\sigma' + x^3(\tau))^{(4/3)} \rangle_{\tau}}}{\int_0^\infty \frac{d\sigma}{\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_{\tau}}} \right],$$

which is valid for any nonlinear periodic bubble oscillation. The asymptotic solution for the (smooth) concentration field and for the rate of mass transport up to first order in $\mathcal{P}^{-1/2}$ may be expressed as

$$\bar{C}_{sm}(\sigma) = \bar{C}_{sm}(0) \left[ 1 - \frac{\int_0^\sigma \frac{d\sigma'}{\langle (3\sigma' + x^3(\tau))^{(4/3)} \rangle_{\tau}}}{\int_0^\infty \frac{d\sigma}{\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_{\tau}}} \right],$$

and

$$\frac{d\bar{m}_{sm}^i(\lambda)}{d\lambda} = -3 \frac{\bar{C}_{sm}(0)}{\int_0^\infty \frac{d\sigma}{\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_{\tau}}} \frac{d\bar{C}_{sm}(0)}{d\sigma},$$

respectively, where $\bar{C}_{sm}(0)$ is the threshold condition for rectified diffusion

$$\bar{C}_{sm}(0) = C_{sb} \langle p\tilde{f}_{i}(\tilde{\tau}) \rangle_{\tilde{\tau}} - C_{\infty} + \frac{1}{\mathcal{P}^{1/2}} \left[ \langle x^2(\tilde{\tau})R_1(\tilde{\tau}) \frac{\partial \tilde{C}_{osc}^0(s = 0, \tilde{\tau})}{\partial \tilde{s}} \rangle_{\tilde{\tau}} + \frac{4}{x^3(\tilde{\tau})} \int_0^\infty \tilde{C}_{osc}^0(s', \tilde{\tau})ds' \right]_{\tilde{\tau}} + \mathcal{O}(\mathcal{P}^{-1}) \quad (3.18)$$

and $\tilde{C}_{osc}^0$ is the zeroth order asymptotic solution (3.8) of the oscillatory problem. In section 3.5 we turn to consideration of $R_1(\tau)$ before evaluating these expressions for specific physical problems.
3.4 Effect of surfactants on a still bubble

In the absence of pressure oscillations the bubble is still; the transport problem (3.1) simplifies because \( x(\tau) = 1 \) and \( R_I(\tau) \) is constant. At steady state i.e. \( \partial C / \partial \tau = 0 \), the rate of mass transport is readily determined:

\[
\frac{d m^*_G}{d \lambda} = -3 \left[ C_{sb} - C_{\infty} \right] \left( 1 + \frac{R_I}{\mathcal{P}} \right).
\]

Because \( R_I \) is a positive number, the effect of a surfactant is to reduce mass transport and hence to suppress both growth or dissolution.

When \( \mathcal{P} \) is large the growth rate simplifies to

\[
\frac{d m^*_G}{d \lambda} = -3 \left[ C_{sb} - C_{\infty} \right] \left( 1 - \frac{R_I}{\mathcal{P}} \right),
\]

which reveals two important differences between a still and an oscillating bubble. For the former, surfactants inhibit mass transport and their effect appears at \( O(\mathcal{P}^{-1}) \). In the case of an oscillating bubble however, the effect of a surfactant appears at \( O(\mathcal{P}^{-1/2}) \), and, as we show in section 3.6, surfactants might enhance or reduce mass transport depending on the way in which \( R_I \) depends on the surface concentration of the surfactant.

3.5 Interfacial Resistance

A surfactant molecule consists of a hydrophobic and a hydrophilic portion; as a consequence surfactant molecules tend to accumulate at a gas-liquid interface. In a set of experiments of great significance to the present work, Crum [11] demonstrated that the addition of small amounts of surfactant to the liquid in which a bubble was suspended had a very significant effect on the growth rate of the bubble by rectified diffusion. These were preliminary experiments; it appears that the intentional addition of surfactants was for the purpose of supporting speculation on the inability of the theory adequately to explain the large growth rates of large bubbles by rectified diffusion. Crum made use of a commercially available surfactant known by the trade name \textit{Photoflo 200} – which is commonly employed.
in photographic processing. We are advised that this formulated product contains a number of other, unspecified components in addition to the surfactant ethoxylated octylphenol. Moreover, there are statistical distributions of chain length of the hydrophobic end and of the oxyethylene hydrophilic end of the surfactants. The interfacial resistance properties of this product do not appear to have been characterized. Therefore it does not seem possible to compare the theoretical predictions we can now make regarding bubble growth rates in the presence of surfactants with the experimental results of Crum. Clearly this is an area to pursue in future work.

In the present work, we shall have to content ourselves with the development of theoretical predictions of bubble growth rates for surfactant systems that are well-characterized. We shall show that the theoretical prediction for these surfactant systems yields growth rates of bubbles that are significantly larger than growth rates for clean bubbles.

Therefore, using experimental results by Caskey & Barlage [8, 9], we shall obtain simple expressions that relate surfactant surface concentrations with interfacial resistances and surface tensions for three surfactant systems. The former is needed for the calculation of the mass transport (3.17) and threshold (3.18) and the latter in the model for the dynamical equations for bubble oscillations.

A general treatment for surfactant transport along a deforming interface presents a formidable task. This would require a transport equation for the bulk and surface-excess quantities of surfactant and a constitutive relation for nonequilibrium partitioning of a soluble surfactant between interface and bulk [17].

Assuming insoluble surfactant [50], the resulting equation for the surface concentration yields

\[ \rho_s^i(\tau)x(\tau)^2 = \text{const} = \rho_s^i(\tau = 0), \]

where \( \rho_s^i(\tau) \) is the surface surfactant concentration, \( x(\tau) \) is the dimensionless bubble radius and \( \rho_s^i(\tau = 0) \) the initial concentration. Finally, we note that \( R_I(\tau) \) is then a function of \( \rho_s^i(\tau) \), or equivalently of \( \rho_s^i(\tau = 0)/x(\tau)^2 \).

We shall make use of experimental results for three surfactants:
• (a) dodecyltrimethylammonium chloride ($C_{12}H_{25}N(CH_3)_3Cl$),
• (b) hexadecyltrimethylammonium chloride ($C_{16}H_{33}N(CH_3)_3Cl$) and
• (c) dodecyl sodium sulfate ($C_{12}H_{25}SO_4Na$).

To obtain an expression for the interfacial resistance as a function of surface concentration we developed straightforward exponential fits to the data in figure 3 of Caskey & Barlage [9]; this procedure seems to yield adequate approximations, as shown in figure 3.1.

Finally, a remark concerning the numerical results we present below is in order. When we make use of the experimental data of Caskey & Barlage, we take great care in remaining within the ranges of surfactant surface concentration at which the interfacial resistance is known. This implies a restriction on the amplitudes of driving pressure that we may consider; however, it is important to base our numerical results on hard evidence rather than on pure extrapolation.

Because interfacial tension does not vary significantly with surfactant surface concentration we use an average value of 60 dynes cm$^{-1}$ obtained from figure 5 of Caskey & Barlage [8].

3.6 Theoretical predictions of bubble growth rates

Now we shall evaluate the expression we have developed for the growth rate of a surfactant-covered bubble via the mechanism of rectified diffusion. The last component required for the evaluation of the growth rate is the periodic bubble motion $R(t)$. There are numerous mathematical models for bubble oscillations as reviewed by Plesset & Prosperetti [40]. For rectified diffusion calculations, polytropic models have been used in the vast majority of studies. However, a comparison in Appendix C showed a dramatic difference near resonance in the solution of the clean surface transport problem between polytropic and a more accurate non-polytropic model. Consequently we shall use the four term Galerkin formulation of Kamath & Prosperetti [30] in which the polytropic assumption for the bubble
Figure 3.1: Interfacial resistance $\tilde{R}_I$ in sec cm$^{-1}$ versus surfactant surface concentration $\rho^*_i$ in $10^{-10}$ gmoles cm$^{-2}$. The points correspond to the experimental data of Caskey & Barlage [9] and the solid line to an exponential curve fit. The surfactants are (a) dodecyltrimethylammonium chloride ($C_{12}H_{25}N(CH_3)_3Cl$), (b) hexadecyltrimethylammonium chloride ($C_{16}H_{33}N(CH_3)_3Cl$) and (c) dodecyl sodium sulfate ($C_{12}H_{25}SO_4Na$). The fits are (a) $\tilde{R}_I = 0.022 \exp(1.68 \rho^*_i)$, (b) $\tilde{R}_I = 0.13 \exp(1.26 \rho^*_i)$, (c) $\tilde{R}_I = 0.72 \exp(0.36 \rho^*_i)$. 
internal pressure is relaxed and thermal effects are included. This model, like the polytropic models, assumes that the pressure field within the bubble is uniform. However a spatially non-uniform temperature field is allowed. This spatial nonuniformity requires solution of the energy equation for the gas within the bubble, which is a partial differential equation.

Hence, to the bubble dynamical equations we append four ordinary differential equations for the amplitude coefficients of the Galerkin expansion of the temperature field. The pressure inside the bubble is given explicitly by an equation based on constant mass of gas within the bubble. These equations are given in the appendix of the paper by Kamath & Prosperetti [30]. The bubble dynamical equations are

\[ \frac{dx_1}{d\tau} = x_2, \]

and

\[ \frac{dx_2}{d\tau} = \left[ 3 x_2^2 \left( \frac{x_2}{3c^*} - 1 \right) + \left( 1 + \frac{x_2}{c^*} \right) (p_B^* - p^*) + \frac{x_1}{c^*} \left( \frac{8 x_2}{We x_1^2} + \frac{8 x_2^2}{Re x_1} - p_{G1}^* \frac{dp_{G1}^*(\tau)}{d\tau} \right) \right] \times \left[ 2 \left( 1 - \frac{x_2}{c^*} \right) x_1 + \frac{8}{Re c^*} \right]^{-1} \]

where

\[ p_B^* = p_{G1}^* p_{G1}^*(\tau) - \frac{8}{We x_1} - \frac{8 x_2}{Re x_1}, \]

\[ p^* = p_\infty^* \left[ 1 - \frac{p_\infty^*}{p_\infty^*} \left( \frac{\Omega_0^{-1} [\tau + x_1/c^*]}{p_\infty^*} \right) \right], \]

\( c^* \) is the dimensionless sound speed, \( We \) denotes the Weber number, and \( Re \) the Reynolds number. Finally, we add two more nonlinear ODEs which yield the oscillatory part of the background pressure that drives the bubble oscillation. The details are in section 2.5.1. The system of eight nonlinear ODEs is integrated numerically using the software AUTO [16]. To ensure that the four-term Galerkin expansion is accurate enough we stop the calculation if one of the amplitude coefficients is not at least one order of magnitude less than the preceding one. For the bubble radii used in our calculations, \( i.e. \) 20, 40 and 60 \( \mu \text{m} \), we had to stop the integration at a dimensionless pressure amplitude of 0.5.
Following Eller [18], the dimensional rate of growth of the equilibrium bubble radius is related to the mass transfer as follows

\[
\frac{da}{dt} = a \Omega_0 \frac{R_G}{3} \frac{T_\infty \rho}{p_0} \left( 1 + \frac{16}{3} We p_0^* \right)^{-1} \frac{d\bar{m}_{G,sm}^*}{d\lambda} - \frac{1}{\bar{m}_{G,sm}^*} \int_0^\infty \bar{C}_{sm}(0) \left( \frac{1}{3} \sigma + x^{3(\tau/(4/3))} \right) \tau \]

where \( \bar{C}_{sm}(0) \) is the threshold condition given by equation (3.18); \( R_G = 8314 \) J/kmol K is the universal gas constant, \( T_\infty = 300 \) K is the temperature of the liquid at the far field, \( \rho = 1.0 \) gm cm\(^{-3} \) is the liquid density, \( M = 29 \) kmol/kg is the molecular weight of the gas and \( p_0 = 1 \times 10^6 \) dynes cm\(^{-2} \) is the background pressure.

In figures 3.2-3.4 we show plots of predicted bubble growth rates versus dimensionless pressure amplitude for bubbles of radius 20, 40 and 60 \( \mu \)m respectively. The upper plot in each of these figures consists of a magnification of the vertical axis near zero growth rate (which corresponds to the threshold for rectified diffusion). In all cases, the curves showing bubble growth rates correspond to dynamic surfactant surface concentrations within the ranges over which we know the interfacial resistance from the work of Caskey & Barlage.

The solid curves show the effect of the three different surfactants on the bubble growth rates. As we mentioned previously, surfactants can affect bubble growth rates through two mechanisms: (i) reduction of interfacial tension, and (ii) introduction of interfacial resistance to mass transfer. Of these, the latter is the far more significant effect, as demonstrated in the figures where we plot the growth rates as modified by both mechanisms (solid curves) and by only the reduction in surface tension (long-dashed curves). The clean surface results are shown using the short-dashed curves. Reduction of surface tension contributes only to a small upward shift of the growth rate curve, a result first noted by Crum [11], and cannot justify the high bubble growth rates observed in experiments. This observation suggests that the “missing physics” which accounts for the difference between theoretical predictions and experimental results for growth rates by rectified diffusion is the effect of interfacial resistance on mass transfer. This finding would appear to bear out the speculations of Crum
and of Church, to which we made earlier reference, on the importance of surfactants to the phenomenon of rectified diffusion.

It is also of considerable interest to note that surfactants are not only responsible for higher growth rates but might tend to favor dissolution of bubbles as one can see in figure 3.2 curve c. This fact is further clarified by the following investigation. In figure 3.5 we show the effect of initial surface concentration of the surfactant hexadecyltrimethylammonium chloride \((C_{16}H_{33}N(CH_3)_3Cl)\) on bubble growth rates, for a bubble of radius 20 \(\mu\)m. There is a dramatic effect of a slight increase of initial surface concentration on bubble growth rates. Clearly, higher concentration of surfactant appears to favor growth of bubbles for this surfactant.

The principal effect of changing the initial concentration of surfactant is to move up or down the exponential curve of interfacial resistance. At larger concentrations, the interfacial resistance changes more rapidly with concentration. This behavior leads one to conclude that if the interfacial resistance versus surface concentration curve for one surfactant is steeper than for another, then the first surfactant will tend to promote bubble growth more than the second. These statements are in agreement with the predictions we have made thus far, and with the following.

We shall assume a general form for the interfacial resistance

\[
\tilde{R}(\tau) = \exp \left( \frac{\alpha}{x^2(\tau)} \right),
\]

and investigate the effect of interfacial resistance on bubble growth rates for different values of the exponent \(\alpha\) and a fixed bubble oscillation. For these calculations we use equation (3.20) but include only the interfacial resistance term in \(\tilde{C}\) as follows:

\[
\frac{1}{\rho^{1/2}} \left[ \left( x^2(\tilde{\tau})R(\tilde{\tau}) \partial s \right) \left( s = 0, \tilde{\tau} \right) \right].
\]

Figure 3.6 demonstrates that there is a critical exponent \(\alpha_c\) for which interfacial resistance does not contribute to bubble growth rate, i.e. the bubble surface behaves like a clean surface. The fact that the value of \(\alpha_c\) is close to one can be verified by linearization of the interfacial resistance term for small oscillations. Interfacial resistance enhances bubble
Figure 3.2: The rate of bubble growth in $\mu$m per minute versus dimensionless pressure amplitude $p^*_A/p^*_\infty$. The solid curves correspond to (3.20) for the surfactants (a) $C_{12}H_{25}N(CH_3)_3Cl$, (b) $C_{16}H_{33}N(CH_3)_3Cl$ and (c) $C_{12}H_{25}SO_4Na$, each with initial surface concentration $2.9 \times 10^{-10}$ gmoles cm$^{-2}$. The two dashed curves correspond to (3.20) with $R_I$ set to zero. The diffusivity of the gas in the liquid is $2.0 \times 10^{-5}$ cm$^2$ sec$^{-1}$. The bubble is of equilibrium radius $20 \mu$m and is driven at a frequency of 26.6 kHz. The interfacial tension is 60 dynes cm$^{-1}$ except for the short-dashed curve which corresponds to the clean surface with interfacial tension 73 dynes cm$^{-1}$. The upper plot consists of a magnification of the vertical axis near zero growth rate which corresponds to the threshold for rectified diffusion. Note that the presence of surfactant is associated with a reduction in the threshold pressure amplitude for rectified diffusion.
Figure 3.3: The rate of bubble growth in $\mu$m per minute versus dimensionless pressure amplitude $p_A^*/p_{\infty}^*$. The data are the same as for figure 3.2 except the bubble is of equilibrium radius 40 $\mu$m.
Figure 3.4: The rate of bubble growth in $\mu$m per minute versus dimensionless pressure amplitude $p_A^*/p_\infty^*$. The data are the same as for figures 3.2 and 3.3 except the bubble is of equilibrium radius 60 $\mu$m.
Figure 3.5: The rate of bubble growth in μm per minute versus dimensionless pressure amplitude $p_A^*/p_{\infty}^*$. The curves correspond to (3.20) for the surfactant $C_{12}H_{25}SO_4Na$ for initial surface concentrations $2.7, 2.9$ and $3.1 \times 10^{-10}$ gmoles cm$^{-2}$ on a 20 μm bubble. The other data are the same as for figures 3.2-3.4.

growth rates for $\alpha > \alpha_c$ and inhibits growth rates for $\alpha < \alpha_c$. The mechanism that leads to this transition is the behavior of the term $x^2(\hat{\tau})R_I(\hat{\tau})$ for different values of $\alpha$. In figure 3.7, we show plots of $x^2(\hat{\tau})R_I(\hat{\tau}) - \langle x^2(\hat{\tau})R_I(\hat{\tau}) \rangle_{\hat{\tau}}$ for $\alpha = 0.6$ (dashed curve) and $\alpha = 1.4$ (solid curve). Notice that the change in behavior of this term is going to lead to a change in sign of the interfacial resistance term (equation 3.22).

A comparison of the magnitude of the terms in $\bar{C}_{sm}(0)$ (3.18) reveals that the interfacial resistance term is the most significant one for bubble oscillations of practical interest. The fact that the first order problem presents a significant correction to the zeroth order problem does not suggest a breakdown of the perturbation scheme, because the expansions remain well-ordered as $P \to \infty$. Furthermore, in the second order correction the resistance term, $R_I$, appears multiplied by $P^{-1}$. Since $R_I P^{-1/2}$ is of order one, then $R_I P^{-1}$ is of order $P^{-1/2}$ and presents a small correction to the first order term. In contrast the first order correction to the clean surface problem involves the factor $P^{-1/2}$ and is therefore very small.
Figure 3.6: The rate of bubble growth in μm per minute versus the exponent α. The curves correspond to (3.20) but include only the effect of interfacial resistance (see text). The bubbles considered are of radius 20, 40 and 60 μm (as shown), forced at a dimensionless pressure amplitude of 0.5. The other data are the same as for figures 3.2-3.4.

Figure 3.7: The term $x^2 R_f - \langle x^2 R_f \rangle_{\hat{\tau}}$ versus the nonlinear time $\hat{\tau}$ for $\alpha = 0.6$ (dashed curve) and $\alpha = 1.4$ (solid curve). The bubble oscillation and the boundary condition are the same as in figure 2.1.
3.7 Conclusions

We have developed a theory to explain the observed effects of surfactants on the problem of mass transport across the dynamic interface of a soluble spherical gas bubble undergoing volume oscillations in a liquid. The difference between the surfactant problem and the clean surface problem is the boundary condition on the bubble interface. Surfactants present an interfacial barrier to mass transport and the boundary condition of the first kind (Henry’s law), used in the clean problem, is replaced by a flux boundary condition of the third kind, where the effect of surfactants appears as an interfacial resistance and Henry’s law is the equilibrium state.

The clean surface problem was treated to leading order in Chapter 2 by splitting the problem into two parts; the oscillatory problem and the smooth problem. As in the case of the clean surface, the surfactant-covered surface problem is split into the same two parts. The oscillatory problem is treated using the method of matched asymptotic expansions in a way such that the outer approximation to the oscillatory solution is identically zero. This serves to define the splitting in successive powers in \( P^{-1/2} \). The oscillatory solution is valid everywhere in the liquid but differs from zero only in a thin layer in the neighborhood of the bubble surface. Furthermore it does not contribute to bubble growth or dissolution because it accounts for only a finite amount of mass transfer at initial times. The smooth solution is also valid everywhere in the liquid and evolves via convection-enhanced diffusion which is treated by the singular perturbation method of multiple scales.

To leading order, the clean surface solution is recovered. Continuing to higher order it is shown that the concentration field depends on \( R_I P^{-1/2} \), where \( R_I \) is the (dimensionless) interfacial resistance due to the presence of surfactants. Although the influence of surfactants appears at higher order in the small parameter, surfactants are shown to have a large effect on bubble growth rates owing to the fact that the magnitude of \( R_I \) is approximately the same as the magnitude of \( P^{1/2} \) at conditions of practical interest. Hence the “corrections” are numerically of the same magnitude as the leading order, clean surface problem.
This is in contrast to the case of a still, surfactant-covered bubble, in which corrections to the bubble growth rate due to surfactants are smaller by $P^{-1/2}$.

Based on experimental data of Caskey & Barlage [9], an exponential dependence between interfacial resistance and surfactant surface concentration was assumed. For the case of insoluble surfactants, the resistance is of the form $R_I \propto \exp(\alpha/x^2(\tau))$, where $\alpha$ is a constant which depends on the surfactant and the initial concentration, and $x(\tau)$ is the dimensionless bubble radius. It was observed that for a fixed bubble oscillation, there is a critical exponent ($\alpha_c$), which determines the effect of the surfactant on the growth rate. If $\alpha > \alpha_c$ the bubble grows more quickly (or dissolves more slowly); if $\alpha < \alpha_c$ the bubble grows more slowly (or dissolves more quickly) as a consequence of the presence of surfactants. For small oscillations $\alpha_c = 1$.

For the case of an oscillating bubble the enhancement of bubble growth by rectified diffusion when surfactants are present is predicted to be at least as significant as was observed in the experiments of Crum [11].
Chapter 4
Surfactant Transport Problem

In this Chapter the surfactant transport problem is treated to obtain information about the amount of surfactants on the interface. This amount is required in the calculation of interfacial resistance as mentioned in Chapter 3. Although the governing differential equation is the same as in Chapters 2 and 3, the boundary condition on the bubble interface consists of a differential equation for the surface excess.

4.1 Formulation

In this section we formulate the mass transport problem for a surfactant outside a spherically bubble undergoing radial oscillations ($R(t)$). As presented by Edwards, Brenner & Wasan [17] this formulation requires a transport equation for the bulk

$$\frac{\partial \rho}{\partial t} + \frac{R^2(t)\dot{R}(t) \partial \rho}{r^2} - \frac{D_s}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \rho}{\partial r} \right), \quad (4.1)$$

an equation for the surface-excess

$$\frac{d\rho^s(t)}{dt} + 2 \frac{\dot{R}(t)}{R(t)} \rho^s(t) = \Phi(\rho^s(t), \rho(r = R(t), t)) \quad (4.2)$$

and a constitutive relation for nonequilibrium partitioning of a soluble surfactant between interface and bulk

$$D_s \frac{\partial \rho}{\partial r}(r = R(t), t) = \Phi(\rho^s(t), \rho(r = R(t), t)). \quad (4.3)$$

Thus, equation (4.3) is regarded as the boundary condition for the field equation (4.1); equation (4.2) is an auxiliary equation for the surface-excess concentration of surfactant.
Here $\Phi$ is the kinetic rate expression given by

$$
\Phi = k_i \exp \left[ \frac{A}{2} \left( \frac{\rho^s}{\rho^s_\infty} \right)^2 \right] \left( \rho (r = R(t), t) (\rho^s_\infty - \rho^s) - \frac{\rho^s}{K_a} \exp \left[ -A \frac{\rho^s}{\rho^s_\infty} \right] \right), \quad (4.4)
$$

where $k_i$ is the forward rate constant in the kinetic rate expression, $K_a$ is the adsorption coefficient, $D_s$ is the diffusivity of the surfactant in the liquid, $\rho$ is the mass of surfactant per unit volume, $\rho^s$ is the surface-excess mass density of the surfactant and $\rho^s_\infty$ is the surface-excess saturation density which corresponds to the maximum realizable surface-excess concentration. Parameter $A$ measures the degree of non-ideality of the interface; it is positive if there is an attractive interaction between the solute and solvent and negative if there is a repulsive interaction.

For initial and far field conditions we will assume that the bubble was created in a liquid with initial concentration $\rho_\infty$, i.e.

$$
\rho(r \to \infty, t) = \rho(r, t = 0) = \rho_\infty
$$

and

$$
\rho^s(t = 0) = 0.
$$

In the above equations $R(t)$ may be obtained by integration of the equations of motion of the bubble. We defer any specification of these equations to section 2.5.1.

The problem may be non-dimensionalized with respect to the following natural scales. As a length scale we take $a$, the radius of the undisturbed bubble; the time scale is $\Omega_0^{-1}$, which is the inverse of the natural frequency of radial oscillation of the bubble about the undisturbed state; the surface excess is non-dimensionalized using $\rho^s_\infty$ and the bulk concentration by $a/\rho^s_\infty$. This leads to dimensionless parameters corresponding to the Péclet number for the surfactant transport problem

$$
\mathcal{P}_f = \frac{a^2 \Omega_0}{D_s}
$$

the affinity of surfactant for interface versus bulk

$$
A_f = \frac{\rho^s_\infty K_a}{a}
$$
and the adsorption per cycle of bubble oscillation
\[ k = \frac{k_i \rho_s^o}{\Omega_0 a}. \]

We also define a new dimensionless surfactant bulk concentration
\[ \Psi = \frac{a}{\rho_s^o} (\rho - \rho_\infty) \]
and surface excess concentration
\[ \Psi^s = \frac{\rho^s}{\rho_s^o}. \]

Another parameter that will emerge later in our analysis is the product
\[ A_f \Psi_\infty = K_a \rho_\infty, \]
which is equal to the dimensionless surface excess concentration on a still interface based on a linearized adsorption isotherm.

Following the analysis in section 2.1.1, we recast the problem in the dimensionless Lagrangian coordinate
\[ \sigma \equiv \frac{1}{3a^3} (r^3 - R^3(t)) \]
and the nonlinear time
\[ \hat{\tau} = \int_0^\tau x^4(\theta)d\theta, \]
where \( \tau \) is the dimensionless time defined as \( \tau \equiv t\Omega_0 \). Equations (4.1) and (4.2) take the form
\[ \frac{\partial \Psi}{\partial \hat{\tau}} = 1 \frac{\partial}{\partial \sigma} \left( \left( \frac{3\sigma}{x^3(\hat{\tau})} + 1 \right) \frac{4}{3} \frac{\partial \Psi}{\partial \sigma} \right) \tag{4.5} \]
and
\[ \frac{d(x^2(\hat{\tau})\Psi^s(\hat{\tau}))}{d\hat{\tau}} = \frac{1}{x^2(\hat{\tau})} \Phi (\Psi^s(\hat{\tau}), \Psi(\sigma = 0, \hat{\tau})) \tag{4.6} \]
respectively, with boundary and initial conditions for the field equation
\[ \frac{x^2(\hat{\tau})}{P_f} \frac{\partial \Psi(\sigma = 0, \hat{\tau})}{\partial \sigma} = \Phi \tag{4.7} \]
\[ \Psi(\sigma, \hat{\tau} = 0) = \Psi(\sigma \rightarrow \infty, \hat{\tau}) = \Psi^s(\hat{\tau} = 0) = 0. \]

Here \( \Phi \) is the dimensionless kinetic expression (equation 4.4)
\[ \Phi = k \exp \left[ \frac{A}{2} \Psi^s \right] \left( 1 - \Psi^s(\Psi(\sigma = 0) + \Psi_\infty) - \frac{\Psi^s}{A_f} \exp[-A\Psi^s] \right). \]
4.2 Analysis

Surfactants, due to the large size of their molecules, are characterized by weak diffusion, hence the Péclet number associated with the surfactant transport process is very large. Similar problems were treated in Chapters 2 and 3 for the gas transport associated with an oscillating bubble. In the present analysis the techniques developed therein will be used. The plan of the analysis is as follows. The bulk problem (4.5) is treated by splitting it into an oscillatory and a smooth problem and expanding each in powers of the small parameter $P_j^{-1/2}$. By treating the surface excess concentration ($\Psi_s$) as an arbitrary but known function of time we obtain expressions for the bulk concentration on the interface $\Psi(\sigma = 0, \hat{\tau})$ to each order in $P_j^{-1/2}$. The surface excess differential equation (4.6) can then be expanded in a perturbation series for large $P_j^{1/2}$ and solved using the method of multiple scales.

The bulk problem (4.5) can be brought to a form similar to the problem solved in Chapter 3, by rearranging the boundary condition (4.7) in the following form:

$$\frac{G(\hat{\tau}) \partial \Psi(\sigma = 0, \hat{\tau})}{\partial \sigma} = \Psi(\sigma = 0, \hat{\tau}) - \Psi_e(\hat{\tau}) + \left(\Psi_{sp}^0 - \Psi_{sp}^0\right) + \frac{1}{P_j^{1/2}} \left(\Psi_{sp}^1 - \Psi_{sp}^1\right) + \frac{1}{P_j} \left(\Psi_{sp}^2 - \Psi_{sp}^2\right) + \frac{1}{P_j^{3/2}} \left(\Psi_{sp}^3 - \Psi_{sp}^3\right),$$

where

$$G(\hat{\tau}) \equiv \hat{G}(x(\hat{\tau}), N(\hat{\tau})) = \frac{x^4 \exp \left[-\frac{AN^2}{x^4}\right]}{k (x^2 - N)}$$

and

$$\Psi_e(\hat{\tau}) \equiv \hat{\Psi}_e(x(\hat{\tau}), N(\hat{\tau})) = \frac{N \exp \left[-\frac{AN}{x^2}\right]}{A_f (x^2 - N)} - \Psi_\infty.$$

In these equations the surface excess concentration, $\Psi^e(\hat{\tau})$, is transformed by a defining a new dependent variable $N(\hat{\tau}) = x^2(\hat{\tau})\Psi^e(\hat{\tau})$, which is proportional to the (excess) amount of surfactant on the interface. Furthermore, the constants $\Psi_{sp}^i$ were introduced to aid in splitting the problem following the procedure developed in Chapters 2 and 3. An explicit expression for $\Psi_{sp}^0$ is given in the next section.
4.2.1 Oscillatory Problem

As mentioned in section 2.2 solution of the oscillatory problem is nonzero only in a small region near the bubble and is characterized by the stretched spatial coordinate \( s = \mathcal{P}_{f}^{1/2} \sigma \). The oscillatory problem is:

\[
\frac{\partial \Psi_{osc}}{\partial \hat{\tau}} = \frac{\partial}{\partial s} \left( \frac{3s}{x^3(\hat{\tau}) \mathcal{P}^{1/2}_{f}} + 1 \right)^{(4/3)} \frac{\partial \Psi_{osc}}{\partial s},
\]

with the boundary condition

\[
\frac{G(\hat{\tau})}{\mathcal{P}_{f}^{1/2}} \frac{\partial \Psi_{osc}(s = 0, \hat{\tau})}{\partial s} = \Psi_{osc}(s = 0, \hat{\tau}) - \Psi_{e}(\hat{\tau}) + \Psi_{sp}^{0} + \frac{1}{\mathcal{P}_{f}^{1/2}} \Psi_{sp}^{1} + \frac{1}{\mathcal{P}_{f}^{3/2}} \Psi_{sp}^{3}.
\]

Next we expand \( \Psi_{osc} \) and \( N \) in successive powers in \( \mathcal{P}_{f}^{-1/2} \). Consequently \( \hat{\Psi}_{e}(\hat{\tau}) \) and \( \hat{G}(\hat{\tau}) \) can be expanded in successive powers in \( \mathcal{P}_{f}^{-1/2} \) provided the surface excess is sufficiently away from saturation as mentioned in Appendix E.

To zeroth-order we get the problem

\[
\frac{\partial \Psi_{osc}^{0}}{\partial \hat{\tau}} = \frac{\partial^2 \Psi_{osc}^{0}}{\partial s^2},
\]

with the boundary condition

\[
\Psi_{osc}^{0}(s = 0, \hat{\tau}) = \Psi_{e}^{0}(\hat{\tau}) - \Psi_{sp}^{0}.
\]

As developed in section 2.2 the condition for the splitting to zeroth-order is that the average of the boundary condition with respect to the time \( \hat{\tau} \), defined as

\[
\langle f(\sigma, \tau) \rangle_{\hat{\tau}} = \frac{1}{\hat{\tau}(T)} \int_{0}^{\hat{\tau}(T)} f(\sigma, \hat{\tau}) d\hat{\tau} = \frac{1}{\int_{0}^{T} x^{4(\tau)} d\tau} \int_{0}^{T} f(\sigma, \tau) x^{4(\tau)} d\tau,
\]

should be zero. Here \( T \) is the dimensionless bubble period. Hence the splitting constant is given by

\[
\Psi_{sp}^{0} = \langle \Psi_{e}^{0}(\hat{\tau}) \rangle_{\hat{\tau}},
\]
where
\[ \Psi^0_0(\tau) = \frac{N^0 \exp \left[ -\frac{AN^0}{x^2(\tau) - N^0} \right]}{A_f (x^2(\tau) - N^0)} - \Psi_\infty. \] (4.10)

Higher-order terms in the expansion satisfy the forced heat equation (equation 4.8), where the lower terms in the expansion appear in the forcing and in the boundary conditions. To first and second order the boundary conditions are
\[
\begin{align*}
\Psi^1_{osc}(s = 0, \tau) &= \Psi^1(\tau) + G^0(\tau) \frac{\partial \Psi^0_{osc}(s = 0, \tau)}{\partial s} - \Psi^1_{sp}, \\
\Psi^2_{osc}(s = 0, \tau) &= \Psi^2(\tau) + G^0(\tau) \frac{\partial \Psi^1_{osc}(s = 0, \tau)}{\partial s} + G^1(\tau) \frac{\partial \Psi^0_{osc}(s = 0, \tau)}{\partial s} - \Psi^2_{sp}.
\end{align*}
\]

### 4.2.2 Smooth Problem

The smooth problem is characterized by slow convection-enhanced diffusion. Therefore we introduce a second time scale \( \lambda \equiv \hat{\tau}/P_f \), which captures the slow diffusive behavior.

The smooth problem is
\[
\frac{\partial \Psi_{sm}}{\partial \tau} + \frac{1}{P_f} \frac{\partial \Psi_{sm}}{\partial \lambda} = \frac{1}{P_f} \frac{\partial}{\partial \sigma} \left( \left( \frac{3\sigma}{x^3(\hat{\tau})} + 1 \right)^{4/3} \frac{\partial \Psi_{sm}}{\partial \sigma} \right),
\]
with the boundary condition
\[
\frac{G(\hat{\tau})}{P_f} \frac{\partial \Psi_{sm}(\sigma = 0, \hat{\tau}, \lambda)}{\partial \sigma} = \Psi_{sm}(\sigma = 0, \hat{\tau}, \lambda) - \Psi^0_{sp} - \frac{1}{P_f^{1/2}} \Psi^1_{sp} - \frac{1}{P_f} \Psi^2_{sp} - \frac{1}{P_f^{3/2}} \Psi^3_{sp}.
\]

As with the oscillatory problem we expand the smooth problem and its boundary condition in successive powers in \( P_f^{-1/2} \). To zeroth and first order the smooth problem admits a solution independent of \( \hat{\tau} \). By eliminating secular behavior in the second and third problems (as outlined in section 3.3) we get an additional equation for \( \Psi^0_{sm} \) and \( \Psi^1_{sm} \):
\[
\frac{\partial \Psi^i_{sm}}{\partial \lambda} = \frac{\partial}{\partial \sigma} \left( \left( \frac{3\sigma}{x^3(\hat{\tau})} + 1 \right)^{4/3} \frac{\partial \Psi^i_{sm}}{\partial \sigma} \right),
\]
where \( i = 0, 1 \). The boundary condition that each order should satisfy is
\[
\Psi^0_{sm}(\sigma = 0, \lambda) = \Psi^0_{sp},
\]
\[
\Psi_{sm}^1(\sigma = 0, \lambda) = \Psi_{sp}^1,
\]
\[
\Psi_{sm}^2(\sigma = 0, \hat{\tau}, \lambda) = G^0(\hat{\tau}) \frac{\partial \Psi_{sm}^0(\sigma = 0, \hat{\tau}, \lambda)}{\partial \sigma} + \Psi_{sp}^2.
\]

### 4.2.3 Surface Excess

Now that we have expressions for the surface concentration of the bulk \((\Psi(\sigma = 0, \hat{\tau}, \lambda))\), we turn to the surface excess problem. The differential equation governing the (excess) amount of surfactant on the interface \((N(\tau))\) is

\[
d\frac{dN}{d\hat{\tau}} = \frac{1}{G(N(\hat{\tau}))} \left[ \Psi(\sigma = 0, N(\hat{\tau}), \hat{\tau}, \lambda) - \hat{\Psi}_e(x(\hat{\tau}), N(\hat{\tau})) \right].
\]

We substitute the expression for the bulk concentration on the bubble interface (obtained by summing the surface concentration of the smooth and oscillatory problems) derived in the previous sections, and use the expansions for \(\hat{G}\) and \(\hat{\Psi}_e\) (see Appendix E) in orders of \(P\int_{-1/2}^{1/2} \) to obtain

\[
\frac{dN}{d\hat{\tau}} = 1 \frac{dN_0}{d\lambda} + \frac{1}{P} \frac{dN_1}{d\lambda} + \frac{1}{P^2} \frac{dN_2}{d\lambda} + \cdots
\]

To zeroth order we have

\[
\frac{\partial N^0(\lambda, \hat{\tau})}{\partial \hat{\tau}} = 0,
\]

which admits a solution independent of \(\hat{\tau}\), i.e. \(N^0(\lambda, \hat{\tau}) = N^0(\lambda)\). However \(N^0\) is further determined by eliminating secular behavior in \(N^2\). The differential equation for \(N^2\) is

\[
\frac{\partial N^2}{\partial \hat{\tau}} = - \frac{dN^0}{d\lambda} + \frac{\partial \Psi_{osc}^1(s = 0, N^0(\lambda), \hat{\tau}, \lambda)}{\partial s} + \frac{\partial \Psi_{osc}^0(s = 0, N^0(\lambda), \lambda)}{\partial \sigma}.
\]

To eliminate secular behavior we force \(N^2\) to have zero \(\hat{\tau}\)-average. Here we should point out that \(\Psi_{osc}^0\) and \(\Psi_{osc}^1\) depend indirectly on the long time \(\lambda\) through the boundary condition.
Furthermore the oscillatory problem reaches its asymptotic limit after a few bubble oscillations (see Appendix A) and does not contribute to any secular behavior since it is periodic with respect to \( \hat{\tau} \) with zero mean. These considerations lead to the following equation for \( N^0 \)

\[
\frac{dN^0}{d\lambda} = \frac{\partial \Psi^0_{sm}(\sigma = 0, N^0(\lambda), \lambda)}{\partial \sigma},
\]

with initial condition

\[
N^0(\lambda = 0) = 0.
\]

Of course, this equation is coupled with

\[
\frac{\partial \Psi^0_{sm}}{\partial \lambda} = \frac{\partial}{\partial \sigma} \left( \left\langle \frac{3\sigma}{x^3(\hat{\tau})} + 1 \right\rangle^{(4/3)} \frac{\partial \Psi^0_{sm}}{\partial \sigma} \right),
\]

with boundary conditions

\[
\Psi^0_{sm}(\sigma = 0, \lambda) = \langle \Psi^0_e(\hat{\tau}) \rangle_{\hat{\tau}} = \left\langle \frac{N^0}{A_f (x^2(\hat{\tau}) - N^0)} \exp \left[ -\frac{AN^0}{x^2(\hat{\tau})} \right] \right\rangle_{\hat{\tau}} - \Psi_{\infty},
\]

\[
\Psi^0_{sm}(\sigma \to \infty, \lambda) = 0
\]

and initial condition

\[
\Psi^0_{sm}(\sigma, \lambda = 0) = 0.
\]

At the asymptotic steady state (indicated by an overbar) we do not expect any \( \lambda \) dependence, i.e. \( \partial \Psi^0_{sm}/\partial \lambda = dN^0/d\lambda = 0 \), which leads to \( \Psi^0_{sm} \equiv 0 \) and \( N^0 \) is a constant satisfying the following algebraic equation

\[
A_f \left\langle \Psi^0_e(\hat{\tau}) \right\rangle_{\hat{\tau}} = \left\langle \frac{N^0}{A_f (x^2(\hat{\tau}) - N^0)} \exp \left[ -\frac{AN^0}{x^2(\hat{\tau})} \right] \right\rangle_{\hat{\tau}} - A_f \Psi_{\infty} = 0. \quad (4.11)
\]

The result suggests that the asymptotic limit of the surfactant transport problem is such that the smooth problem is identically zero. This deduction is justified because the smooth problem is the one responsible for any mass flux across the bubble interface. Asymptotically in time the excess amount of surfactant adjusts itself so that over one period of bubble oscillation there is no adsorption or desorption between the interface and the bulk. Another important consequence of this result is that although in this analysis we did not make any assumptions on the solubility of the surfactant the results suggest that asymptotically in time the surfactant behaves as though insoluble. Hence the model used in Chapter 2 in
calculating bubble growth rates is not restricted to insoluble surfactants but applies also to the case of soluble surfactants at large $P_f$ number. The fact that surfactants, due to the size of their molecules, are characterized by weak diffusion renders those results quite general.

For a dilute solution, equation (4.11) can be linearized for small values of $A_f \Psi_\infty$ to give

$$\bar{N}_f^0 = (A_f \Psi_\infty) \frac{\langle x^4(\tau) \rangle_\tau}{\langle x^2(\tau) \rangle_\tau} + (A_f \Psi_\infty)^2 (A - 1) \frac{\langle x^4(\tau) \rangle_\tau^2}{\langle x^2(\tau) \rangle_\tau^3}$$

(4.12)

to second order, where equation (4.9) was used to express the averages in the original dimensionless time $\tau$. Here $\langle \rangle_\tau$ is defined as the average over one bubble oscillation with respect to time $\tau$.

Because the smooth problem is zero at steady state the bulk concentration is given by the oscillatory problem. Hence the bulk concentration on the interface is equal to $\bar{\Psi}_0^e$ (equation 4.10) which when expressed in original variables gives for the Frumkin isotherm:

$$\bar{\rho}^e(\sigma = 0, \tau) = \frac{\bar{\rho}^e(\tau)}{K_a (\rho_\infty^s - \bar{\rho}^e(\tau))} \exp \left[ -A \frac{\bar{\rho}^e(\tau)}{\rho_\infty^s} \right],$$

(4.13)

where

$$\bar{\rho}^e = \frac{\bar{N}_f^0 \rho_\infty^s}{x^2(\tau)}.$$ 

Alternatively, equation (4.13) can be obtained from the surface-excess equation (equation 4.6), assuming a quasi-steady approximation, and can be considered to be the quasi-steady adsorption isotherm.

4.3 Results and Discussion

4.3.1 A still vs an oscillating bubble

As mentioned earlier in the case of a still bubble one can obtain an integral equation for the evolution of $\Psi^e(\tau)$. The asymptotic limit, however, can be easily obtained by setting all
time derivatives equal to zero in equations (4.5) and (4.6) and solving the resulting problem. Then it is easy to obtain an equation for $\Psi_s$:

$$\frac{\Psi_s}{(1 - \Psi_s)} \exp[-A\Psi_s] = A_f \Psi_\infty.$$  \hfill (4.14)

For an ideal interface, i.e., $A=0$, we can solve for $\Psi_s$ to get

$$\Psi_s = \frac{A_f \Psi_\infty}{1 + A_f \Psi_\infty}.$$  

It is important to note that these results for the surface excess are the same in the case of a plane interface. The transient analysis for a plane interface was presented by Borwankar & Wasan [5]. The asymptotic limit as presented in their figures 3 and 4 agrees with (4.14).

Here we should point out that in the case of an oscillating bubble the asymptotic limit for the surface excess satisfies the asymptotic limit of a still bubble (equation 4.14) in the average sense, as equation (4.11) can be written as

$$\left\langle \frac{\bar{\Psi}_s(\hat{\tau})}{(1 - \bar{\Psi}_s(\hat{\tau}))} \exp[-A\bar{\Psi}_s(\hat{\tau})] \right\rangle = A_f \Psi_\infty.$$  

What is not intuitive is that the average should be taken with respect to the nonlinear time $\hat{\tau}$, rather than with respect to “real” time $\tau$.

To evaluate the expression for $\bar{N}^0$ we require a model for the bubble oscillation. We shall use the non-polytropic four term Galerkin formulation of Kamath & Prosperetti [30] (see section 2.5.1). This model allows for a spatially non-uniform temperature field inside the bubble and is more accurate near resonances than polytropic models. It consists of eight non-linear ODEs which are integrated numerically using the software AUTO [16]. The details are in section 2.5.1.

Our theoretical bubble model consists of an air bubble created in water and set into oscillation by a sinusoidal sound field. In figure 4.1 we show for comparison the asymptotic results of the dimensionless excess amount of surfactant ($\bar{N}^0$) versus the dimensionless quantity $A_f\Psi_\infty$ between a still (solid curves) and an oscillating (dashed curves) bubble, and between an ideal ($A=0$) and a non-ideal ($A=2$) interface. The bubble is of radius 20 $\mu$m and the amplitude of the sound field is 0.5 bars. In this calculation we assumed that
surfactants do not alter bubble dynamics through surface tension (see section 4.3.2). This is true for dilute to moderate concentrations as mentioned in section 4.3.2.

If one examines figure 4.1 carefully it is clear that oscillations favor the presence of surfactants on the interface for dilute solutions. A perturbation expansion of equation (4.11) for small amounts of surfactant (section 4.3.2) will reveal that the ratio between the fourth and second moment of the bubble oscillation (equation 4.12) is the controlling parameter to first order. If it is greater than one an oscillating bubble would have a greater amount of surfactants on its interface than a still bubble, assuming both are immersed in a liquid with the same far-field bulk concentration of dissolved surfactant. Because this ratio is greater than one for oscillations that linger at large $x$, the result is intuitively obvious. Another parameter that favors the presence of surfactants on the interface is positive values of the interaction parameter $A$, which measures the attraction between molecules [5].

The most important result is that oscillations seem to decrease the saturation limit of the interface. A careful analysis of equation (4.11) reveals that the saturation limit is controlled by the minimum bubble radius. The maximum amount of surfactants that can reside on the interface is the one that renders the interface saturated at the minimum
radius \((x_{\text{min}})\). Hence at saturation, \(\bar{N}^0\) is equal to the square of the minimum bubble radius \((\bar{N}^0 = x_{\text{min}}^2)\). The physical explanation of this dependency is that any amount of surfactant that would yield the interface supersaturated has no time to diffuse to the bubble surface because desorption is instantaneous at such a condition while diffusion is rate-limited. One should be careful though not to generalize these results because, firstly, the present analysis is valid provided \(x_{\text{min}}^2 - \bar{N}^0 \gg P_i^{-1/2}\) as mentioned in Appendix E and, secondly, the validity of the kinetic rate expression is questionable very close to saturation due to possible crystallization or collapse of the interface [53].

4.3.2 Equation of State

Because asymptotically in time the interface complies with the Frumkin isotherm (equation 4.13), the surface equation of state is [17]

\[
\pi \equiv \gamma_0 - \gamma \equiv -\frac{R_G T}{M} \rho_\infty \left( \ln \left[ 1 - \frac{\bar{N}^0}{x^2(\tau)} \right] + \frac{A}{2} \left( \frac{\bar{N}^0}{x^2(\tau)} \right)^2 \right),
\]

where \(R_G\) is the universal gas constant, \(T\) is the temperature, \(\pi\) is the surface pressure and \(\gamma\) is the surface tension (where the subscript 0 corresponds to the surface tension of a clean interface). This equation is valid provided the solution is dilute enough so that the behavior is ideal and the mass concentration is proportional to the mole fraction [23].

Equation (4.15) was used, as a modification of the interfacial surface tension due to the presence of surfactants in the liquid, in the model of bubble dynamics, to compare a clean bubble, \(\bar{N}^0 = 0\), with a surfactant-covered bubble. No significant changes were observed in the bubble oscillation even for values of \(\bar{N}^0\) very close to saturation. A comparison of the gas pressure term, \(p_G(a/R(t))^{3\gamma}\), and the surface tension term, \(2\gamma/R(t)\), in the dynamical equation for bubble oscillations (equation 2.3), reveals that the former is two order of magnitudes larger than the latter for oscillations away from resonance [44].
4.3.3 Bubble growth rates

Asymptotically in time, the present analysis of nearly insoluble surfactants suggests that they behave as being insoluble, with the following expression for the surfactant concentration on the interface

$$\bar{\rho}^s = \frac{\bar{N}^0 \rho^s_{\infty}}{x^2(\tau)}.$$  

Following the analysis in section 3.6 (equation 3.21), we assume an exponential dependence of interfacial resistance on surface concentration

$$\tilde{R}_I(\tau) = \exp (\beta \bar{\rho}^s) = \exp \left( \frac{\alpha}{x^2(\tau)} \right),$$

where $\beta$ is a constant depending on the surfactant and $\alpha = \beta \bar{N}^0 \rho^s_{\infty}$. For dilute solutions, $\alpha$ is proportional to $A_f \Psi_{\infty}$:

$$\alpha = \beta \rho^s_{\infty} \frac{\langle x^4(\tau) \rangle_\tau}{\langle x^2(\tau) \rangle_\tau} (A_f \Psi_{\infty}).$$

Hence, figure 3.6 demonstrates that there is a critical bulk concentration for which surfactants do not contribute to bubble growth rates. Higher bulk concentrations favor bubble growth rates while smaller concentrations inhibit growth rates. Explicit calculations for the three surfactants mentioned in Chapter 3 are not possible, due to lack of experimental results on their adsorption isotherms. This is an area for future work.

4.4 Conclusions

Employing the technique of splitting developed in the earlier Chapters (Chapters 2 and 3) we were able to find simplified equations for the surfactant transport problem associated with a spherical bubble undergoing arbitrary but periodic volume oscillations in the limit of large but finite Péclet number $\mathcal{P}_f$. Explicit expressions were obtained for the amount of surfactant on the interface and for the equation of state asymptotically in time.

The surfactant transport problem is governed by the convection-diffusion equation in spherical coordinates and an equation for the surface-excess concentration, where the
barrier to adsorption is based on a diffusion-kinetic model developed by Borwankar & Wasan [5]. The problem was split into two parts. The oscillatory problem differs from zero only in a thin layer in the neighborhood of the bubble surface and is not responsible for any net mass transport. The smooth problem is the one responsible for mass flux across the bubble interface and is identically zero asymptotically in time. It was found that the amount of surfactant adsorbing on the interface is controlled by the diffusion time scale, and asymptotically in time there is no adsorption or desorption. The surfactant behaves as though insoluble, and the amount of surfactants residing on the interface satisfies the corresponding adsorption isotherm in an average sense. For dilute solutions, oscillations favor the adsorption process, and the excess amount of surfactant on an oscillating bubble is higher than that on a still bubble. However, oscillations lower the saturation limit of the interface which is controlled by the minimum bubble radius. The maximum number of surfactants on an oscillating bubble is the one that renders the interface saturated at the minimum radius.

Using Gibb’s equation, an expression for the equation of state was developed which was used in the bubble dynamics model as a correction to the surface tension due to the presence of surfactants. No significant changes were observed in the bubble oscillation since the gas pressure term is much more significant than the surface tension term for oscillations away from resonance.

Because asymptotically in time the amount of surfactants on the interface is fixed, the results of Chapter 3 can be extended to sparingly soluble surfactants. Assuming an exponential dependence between interfacial resistance and surfactant surface concentration, it was observed that there is a critical bulk concentration for which surfactants do not contribute to bubble growth rates. Higher concentrations favor bubble growth rates while smaller concentrations inhibit growth rates.


5.1 Summary of Work

The gas and surfactant transport associated with a rapidly oscillating gas bubble embedded in an infinite liquid was studied theoretically by taking advantage of the weak diffusion process characterizing these problems. Associated with the diffusion process a dimensionless parameter can be introduced, the Péclet number ($P$), which is the ratio between the time scales for convection and diffusion and consequently is large. Expressions were obtained for the bubble growth rates; these were compared with experimental results and observations.

For the gas transport problem two cases were considered which differ only in the boundary condition on the bubble surface of the governing convection-diffusion equation: (I) the case of a clean bubble where the concentration on the bubble surface is proportional to the bubble internal pressure, the constant of proportionality being Henry’s constant, and (II) the case of a bubble contaminated with surfactants where the Henry’s law boundary condition of the first kind is replaced by a flux boundary condition of the third kind that features an interfacial resistance that depends on the concentration of surfactant molecules on the interface. The driving force is the disequilibrium partitioning of the gas between free and dissolved states across the interface. The convection-diffusion equations governing transport of dissolved gas in the liquid were written in Lagrangian coordinates to account for the moving domain. In both cases the boundary condition was split into a constant and an oscillating part, yielding the smooth and the oscillatory problems respectively. The splitting corresponds in a certain sense to Stoke’s first and second problem. The smooth
problem was treated using the method of multiple scales in time and evolves via convection-
enhanced diffusion on a slow time scale controlled by the Péclet number. An asymptotic
solution to the oscillatory problem, valid in the limit of large Péclet number, was developed
using the method of matched asymptotics. By requiring that the outer limit of the inner
approximation match zero, the splitting into smooth and oscillatory problems was deter-
mined unambiguously in successive powers of $\mathcal{P}^{-1/2}$, where $\mathcal{P}$ is the Péclet number. Hence
the solution of the oscillatory problem is valid everywhere in the liquid but differs from zero
only in a thin layer of the liquid in the neighborhood of the bubble surface. To leading or-
der, the clean and the surfactant-covered surface problems give the same result. Continuing
to higher order it was shown that the latter depends on $R_I\mathcal{P}^{-1/2}$ as well, where $R_I$ is the
(dimensionless) interfacial resistance associated with the presence of surfactants. Although
the influence of surfactants appears at higher order in the small parameter, surfactants
were shown to have a very significant effect on bubble growth rates owing to the fact that
the magnitude of $R_I$ is approximately the same as the magnitude of $\mathcal{P}^{1/2}$ at conditions of
practical interest. Hence the higher order “corrections” happen numerically to be of the
same magnitude as the leading order, clean surface problem. This situation is in contrast
to the case of a still, surfactant-covered bubble, in which corrections to the bubble growth
rate due to surfactants are smaller by $\mathcal{P}^{-1/2}$.

Based on experimental data of Caskey & Barlage [9], an exponential dependence
between interfacial resistance and surfactant surface concentration was assumed. For both
insoluble and nearly insoluble surfactants, the resistance is of the form $R_I \propto \exp(\alpha/x^2(\tau))$
where $x(\tau)$ is the dimensionless bubble radius. The exponent coefficient $\alpha$ is proportional
to the initial surface concentration for insoluble surfactants and to the bulk concentration,
through the adsorption isotherm, for dilute solutions of soluble surfactants. It was observed
that for a fixed bubble oscillation, there is a critical exponent ($\alpha_c$), which determines the
effect of the surfactant on the growth rate. If $\alpha > \alpha_c$ the bubble grows more quickly (or
dissolves more slowly); if $\alpha < \alpha_c$ the bubble grows more slowly (or dissolves more quickly)
as a consequence of the presence of surfactants. The value of $\alpha_c$ was found to be close to
one for small oscillations. For the case of an oscillating bubble, the enhancement of bubble
growth by rectified diffusion when surfactants are present is predicted to be at least as significant as was observed in the experiments of Crum [11].

The surfactant transport problem was treated in a similar way. Asymptotically in time there is no adsorption or desorption, and the smooth problem, which is the one responsible for mass flux across the bubble interface, is identically zero. Explicit expressions were obtained for the amount of surfactant on the interface and for the equation of state asymptotically in time. The surfactant behaves as though insoluble, and the amount of surfactants residing on the interface satisfies the corresponding adsorption isotherm in an average sense. For dilute solutions, oscillations favor the adsorption process, and the excess amount of surfactants on an oscillating bubble is higher than that on a still bubble, which agrees with numerical results by Nadim [37]. However, oscillations lower the saturation limit of the interface, which is controlled by the minimum bubble radius. The maximum number of surfactants on an oscillating bubble is the one that renders the interface saturated at the minimum radius.

Using Gibb’s equation, an expression for the equation of state was developed which was used in the bubble dynamic model as a correction to the surface tension due to the presence of surfactants. No significant changes were observed in the bubble oscillation since the gas pressure term is much more significant than the surface tension term for oscillations away from resonance.

5.2 Future Work

In the present work the gas transport problem associated with spherically oscillating bubbles was studied theoretically. Expressions were obtained for the bubble growth rates and the threshold of rectified diffusion for the case of a clean and a surfactant-covered bubble. The effect of surfactants on bubble growth rates is predicted to be at least as significant as was observed in experiments. However, direct comparison was not possible, due to lack of either interfacial resistance properties or bubble growth characteristics, for
the surfactants under consideration. Clearly this is an area to pursue in future work by collaboration with experimentalists.

An area that requires further investigation is the assumption of constant properties of the liquid. A preliminary calculation, assuming adiabatic bubble oscillation, leads to the following expression for the temperature: \( T = 300/x^{1.2}(t) \) (initial temperature is 300K). For a dimensionless bubble oscillation between 0.9 – 1.2, the temperature will fluctuate between 250K – 350K. Although this calculation is based on a worst case scenario, it leads to appreciable variations in liquid diffusivity and Henry’s law constant. A theoretical treatment of this problem requires solving the heat equation in the liquid and in the bubble simultaneously.

Once the present theoretical work is validated, it can be used as an experimental method to calculate interfacial properties for a surfactant. Although the model might need modifications, the mathematical techniques are robust enough and can be extended to more complicated models of interfacial resistance or interfacial rheology.

An assumption that can be relaxed in the present analysis is the assumption of only radial oscillations of the bubble. The techniques developed in the present work can be used to study the gas transport problem associated with a bubble undergoing arbitrary oscillations. Such a theory would be capable of including the effects of acoustic streaming and large-amplitude shape oscillations on bubble growth rates.
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Appendix A

Transients in the oscillatory problem

Eller & Flynn [20] work out the details of the transient solution to the oscillatory problem (2.16) for the concentration field given any boundary condition at \( s = 0 \).

\[
C_\text{osc}^0 = \frac{s}{2\pi^{1/2}} \int_0^{\hat{\tau}} \frac{1}{\theta^{3/2}} \exp\left(-\frac{s^2}{4\theta}\right) C_\text{osc}^0(s = 0, \hat{\tau} - \theta) d\theta,
\]

(A.1)
as an initial step in their analysis. As we have reported, the mass transport associated with the oscillatory problem is zero, after the decay of initial transients. This observation leads naturally to the question, how quickly does the mass transport associated with the transient solution of the oscillatory problem go to zero?

In order to answer this question, we compute the mass transport obtained from the transient solution (A.1). After some manipulation we find

\[
m^*_{G,\text{osc}}(\hat{\tau}) - m^*_{G,\text{osc}}(0) = -\frac{3}{\mathcal{P}^{1/2}} \int_0^{\hat{\tau}} \frac{C_\text{osc}^0(s = 0, \hat{\tau} - \theta)}{(\theta \pi)^{1/2}} d\theta.
\]

Next we make use of the Fourier expansion of the boundary condition (2.17), to obtain the change in bubble mass due to the transient part of the oscillatory problem

\[
m^*_{G,\text{osc}}(\hat{\tau}) - m^*_{G,\text{osc}}(0) = \frac{3}{\mathcal{P}^{1/2}} \sum_{m=1}^{\infty} \left( \frac{2}{\omega_m} \right)^{1/2} \cos[\omega_m \hat{\tau}]
\]

\[
- \cos[\omega_m \hat{\tau}]
\]

where \( S[x] \) and \( C[x] \) are the sine and cosine Fresnel integrals respectively. These functions reach their asymptotic values of 1/2 in a few periods of the bubble oscillation. Thereafter each term in the Fourier expansion corresponds to an oscillation with zero mean. We
conclude that the oscillatory problem contributes very little to the transport across the bubble surface, and then only in the first few periods of oscillation.
Appendix B

Transients in the smooth problem

We were able to determine in section 2.3 the asymptotic concentration field associated with the smooth problem for any nonlinear periodic bubble oscillation. In order to determine the behavior at finite $\lambda$, it is necessary to make an additional assumption so as to obtain a tractable problem. Equation (2.22) simplifies if we make a supposition regarding the size of volume oscillations. The analysis that follows in this section is therefore further restricted to small oscillations about the mean volume.

Under this assumption, the volume of the bubble, which is proportional to $x^3(\tau)$, can be split into a mean and an oscillating part

$$x^3(\tau) \equiv V_0 + \Delta(\tau), \quad V_0 = \langle x^3(\tau) \rangle_\tau, \quad \langle \Delta(\tau) \rangle_\tau = 0, \quad |\Delta(\tau)| \ll 1.$$ 

Using the binomial theorem, the average within (2.14) may be expanded to yield

$$\langle (3\sigma + x^3(\tau))^{(4/3)} \rangle_\tau = (3\sigma + V_0)^{(4/3)} \left( 1 + \frac{4}{3} \left( \frac{4}{3} - 1 \right) \frac{\langle \Delta^2(\tau) \rangle_\tau}{(3\sigma + V_0)^2} + \frac{4}{3} \left( \frac{4}{3} - 1 \right) \left( \frac{4}{3} - 2 \right) \frac{\langle \Delta^3(\tau) \rangle_\tau}{(3\sigma + V_0)^3} + \cdots \right).$$

The mean values of the various powers of $\Delta(\tau)$ are identified as the central moments. The first central moment, of course, is zero. For an arbitrary nonlinear bubble oscillation, it is impossible to know a priori which of the central moments is most significant. We will therefore combine the remaining terms of the expansion into a single function,

$$\delta f(\sigma) \equiv \frac{4}{3} \left( \frac{4}{3} - 1 \right) \frac{\langle \Delta^2(\tau) \rangle_\tau}{(3\sigma + V_0)^2} + \frac{4}{3} \left( \frac{4}{3} - 1 \right) \left( \frac{4}{3} - 2 \right) \frac{\langle \Delta^3(\tau) \rangle_\tau}{(3\sigma + V_0)^3} + \cdots,$$

where $\delta$ is a small parameter associated with the bubble oscillation defined by the latter equation and $f(0) = 1$. Furthermore, (2.14) can be brought to a well known form by the
variable transformation

\[ C_{sm}^0(\sigma, \lambda) = \frac{n(\sigma, \lambda)}{(3\sigma + V_0^{1/3})} = \frac{n(\sigma, \lambda)}{z + V_0^{1/3}}, \]

\[ z = (3\sigma + V_0^{1/3}) - V_0^{1/3}. \]

This transformation leads to

\[ \frac{\partial n}{\partial \lambda} = \frac{\partial^2 n}{\partial z^2} + \frac{\delta}{z + V_0^{1/3}} \frac{\partial}{\partial z} \left[ f(z) \left( (z + V_0^{1/3}) \frac{\partial n}{\partial z} - n \right) \right], \]

with boundary and initial conditions

\[ n(z = 0, \lambda, \tau) = V_0^{(1/3)} [C_{sb} \langle p_G^* (\tau) \rangle_\tau - C_\infty], \]
\[ n(z, \lambda = 0) = n(z \to \infty, \lambda) = 0. \]

This equation may be solved using a regular perturbation in the small parameter \( \delta \), of the form

\[ n(z, \lambda) = n^0(z, \lambda) + \delta n^1(z, \lambda) + \cdots. \]

The zeroth order problem is given by

\[ \frac{\partial n^0}{\partial \lambda} = \frac{\partial^2 n^0}{\partial z^2} \]
\[ n^0(z = 0, \lambda, \tau) = V_0^{(1/3)} [C_{sb} \langle p_G^* (\tau) \rangle_\tau - C_\infty], \]
\[ n^0(z, \lambda = 0) = n^0(z \to \infty, \lambda) = 0, \]

and can be solved by Laplace transforms in \( \lambda \), to yield

\[ n^0 = V_0^{(1/3)} [C_{sb} \langle p_G^* (\tau) \rangle_\tau - C_\infty] \text{erfc} \left( \frac{z}{2V_0^{(1/2)} \lambda} \right). \]

The associated mass transport is

\[ \frac{\text{dm}_{G_{sm}}}{\text{d} \lambda} = -3 \langle x^4(\tau) \rangle_\tau V_0^{(1/3)} [C_{sb} \langle p_G^* (\tau) \rangle_\tau - C_\infty] \left[ \frac{1}{V_0^{(1/2)}} + \frac{1}{V_0^{(1/3)}} \right], \]

and for the numerically computed bubble oscillations reported above, we found that the asymptotic form (2.24) is reached by \( \lambda \approx 10 \).
Finally, we turn to the influence of the bubble dynamical model itself on threshold pressure amplitudes and bubble growth rates one calculates for nonlinear bubble oscillations. The vast majority of studies of rectified diffusion have made use of a polytropic expression for the bubble internal pressure. There is one exception of which we are aware—the numerical study of Kamath & Prosperetti [31]. In the results we presented above, we made use of the non-polytropic expression for the bubble internal pressure due to Kamath & Prosperetti [30]. As we show in what follows, the primary difference in the results for the polytropic model is a large increase in the effect of resonance. It appears that resonances are of lesser importance in the non-polytropic model owing to the greater care with which the model accounts for thermal dissipation of energy.

To see this, we shall recreate figures 2.4 and 2.6, and an expanded version of figure 2.7, but with a polytropic bubble model for the purposes of comparison. We choose here to use a modification due to Prosperetti [43] of the formulation of Keller & Miksis [32]. This formulation accounts for compressibility of the liquid; for thermal, viscous and radiation damping; and makes use of the theoretically estimated polytropic exponent (η) of Prosperetti [43]. The formulation compares well with more sophisticated models in a recent careful study by Gaitan, et al. [24].

The governing equations for the bubble sub-system are the same as in the non-polytropic case. The dimensionless bubble internal pressure however, is assumed to have
Figure C.1: A plot of the ratio of the threshold pressure amplitude for rectified diffusion to the steady part of the background pressure versus equilibrium bubble radius. This is a comparison between the non-polytropic bubble model (heavy curve) and a polytropic bubble model (fine curve). The heavy curve corresponds to the dashed curve of figure 2.4. The bubbles are driven at a frequency of 26.6 kHz, the liquid saturation is 101.5 % and the interfacial tension is 73 dynes cm\(^{-1}\).

The following form

\[
p^*_G(\tau) = \frac{1}{x^{3\eta(\tau)}},
\]

which provides an alternative for the energy equation.

Continuation is again used as the basic technique for developing numerical solutions to the bubble dynamical equations, and for testing the threshold criterion. In figure C.1, we show the threshold curves corresponding to the two bubble models for the previously examined case of figure 2.4. The threshold curves in figure C.1 are comparable over the majority of the range in \(a\). However, there are several dips in the fine curve corresponding to the polytropic bubble model. These are dips of variable magnitude, at which the threshold pressure decreases rapidly, and then rises again to nearly the same magnitude. The dips correspond to particularly efficient forcing of the (polytropic) bubble dynamics that occurs near a resonance between some natural frequency of the bubble and the forcing frequency. If one examines, for example, the maximum bubble radius over a period of oscillation versus
Figure C.2: The rate of bubble growth in $\mu$m per minute versus equilibrium bubble radius in $\mu$m. This is a comparison between the non-polytropic bubble model (heavy curve) and a polytropic bubble model (fine curve). The bubbles are forced at a pressure amplitude of 0.2 bar. The curves correspond to (2.26), the points correspond to the experimental data of Eller [18]. The diffusivity of the gas in the liquid is $2.0 \times 10^{-5}$ cm$^2$ sec$^{-1}$. The bubbles are driven at a frequency of 26.6 kHz, and the interfacial tension is 73 dynes cm$^{-1}$.

the equilibrium bubble radius, then one observes clearly a jump in maximum bubble radius near these resonant dips in the polytropic bubble model. Clearly, while still present, the effects of resonances in the non-polytropic bubble model are much less.

A second example of the exaggerated importance ascribed to resonance in the polytropic bubble model can be seen in figure C.2. Again we see various large jumps in bubble growth rate, which correspond to resonances of the system by comparison of figures C.2 and C.3. Where the fine curve in figure C.2 is broken, the corresponding bubble oscillation is unstable, as determined by the moduli of the associated eigenvalues of the Poincaré map, computed by AUTO. The non-polytropic bubble model displays only a weak bump at resonance. It is clear that the more sophisticated bubble model would seem to eliminate unusual bubble growth rates near resonances as an explanation of the failure of the theory as it now stands to explain the disagreement of experimental results.

As a third example of the very different behavior of the two bubble models near resonance, we show a bifurcation diagram in figure C.3 which is essentially a reproduction
Figure C.3: An expanded view of the bifurcation diagram of figure 2.7. This is a comparison between the non-polytropic bubble model (heavy curve) and a polytropic bubble model (fine curve). On the vertical axis, as a measure of the solution, we take the maximum bubble radius in \( \mu m \) over the period of oscillation. On the horizontal axis is the equilibrium bubble radius. The solid curves indicate stable bubble oscillations; unstable parts of the branch are shown as dashed curves. The bubbles are driven at a frequency of 26.6 kHz, the liquid is saturated and the interfacial tension is 73 dynes cm\(^{-1}\).

of figure 2.7 over a broader parameter range. Note that where there are multiple periodic solutions at the same parameter value, the maxima in the curves \( R(\tau) \) (which are taken as the measures of the solutions) may occur at different \( \tau \). Where the curve is dashed, the corresponding bubble oscillation is unstable; where it is solid, the bubble oscillation is stable. Although it is not possible to see in figure C.3, there are two small folds for the polytropic response (fine curve) near 27 and 36 \( \mu m \), where the branch which comes from the left has a limit point where it reverses direction and becomes unstable, followed very quickly by another limit point where the branch again becomes stable. Hence there is a tiny range of parameters near 27 and 36 \( \mu m \) where there are multiple stable attracting periodic bubble oscillations for the same forcing pressure amplitude in the polytropic model. Moreover, both stable branches can be reached by exploiting hysteresis in the standard way.

These remarks are perhaps more clear when one looks at the region around 52 \( \mu m \) on the polytropic branch. There is an obvious limit point at 55.3 \( \mu m \) where the polytropic branch doubles back and becomes unstable. Following this unstable portion of the
branch, the solution develops very deep cusps that become increasingly difficult to compute. However, AUTO is able to track the cusps and follow the solutions. Continuing on the same branch, there is a bifurcation to an invariant torus (i.e. a secondary Hopf bifurcation of the associated fixed point of the Poincaré map that corresponds to quasi-periodic motion), where the periodic branch for the polytropic model becomes stable again when the radius is 50.2 \( \mu \text{m} \). The important feature to which we wish to draw attention is the rather large overlap, where there are two stable attracting periodic bubble oscillations for the polytropic model. Similar features were described by Lauterborn [34], although his method of integrating through the transients makes it impossible to find unstable solutions or to determine bifurcations or to deduce the overall structure of the solution set. Either attractor may be reached by continuation from below or from above; hence there is hysteresis. Because the two attractors for the polytropic model in the parameter range 50.2-55.3 \( \mu \text{m} \) are characterized by bubble oscillations of different shape and magnitude, the growth rates of bubbles following these two attractors are different (figure C.2). In stark contrast, the corresponding resonance in the non-polytropic bubble model appears in the response curve as a small bump.

Finally, in figure C.3, note the large fold that occurs near 105 \( \mu \text{m} \) in both the polytropic and non-polytropic bubble models. The oscillations are unstable on the reversed part of the branches. In the non-polytropic model (heavy curve), the oscillations stabilize after a second limit point. In the polytropic model (fine curve), the oscillations stabilize after a bifurcation to an invariant torus near 110 \( \mu \text{m} \). For the polytropic model, this largest fold is similar to the one near 50 \( \mu \text{m} \), except that instead of a set of equilibrium bubble radii with multiple attracting periodic bubble oscillations, there is now a window of equilibrium bubble radii with no attracting periodic bubble oscillation. The dynamics in this window are most likely characterized by a quasi-periodic attractor corresponding to the invariant torus. Alternately, the dynamics may be chaotic. In either case, we did not pursue intense study of the oscillations of larger bubbles, as Crum [11] has reported that such bubbles are susceptible to visible surface waves upon excitation by the acoustic sound field; this behavior violates the assumption of spherically symmetric motion we made at the outset.
In addition, we note that the amplitude coefficients of the Galerkin expansion of the non-polytropic model decay only slowly for $a$ greater than about 100 $\mu$m. This indicates that some skepticism is in order regarding the results in this parameter range. Increasing the Galerkin approximation to more than four terms would be appropriate for further study.

These comparisons indicate that great care must be taken in studies of rectified diffusion to use an appropriate bubble model, particularly near resonances of the bubble dynamical equations.
Appendix D
Splitting

In general the asymptotic solution to the oscillatory problem to any order \( i = 1, 2, \cdots \) \( (\bar{C}^i_{osc}) \) leads to the following partial differential equation

\[
\frac{\partial C^i_{osc}}{\partial \hat{\tau}} - \frac{\partial^2 C^i_{osc}}{\partial s^2} = F^i \left(x(\hat{\tau}), s, C^0_{osc}, \cdots, C^{i-1}_{osc}\right) \tag{D.1}
\]

with boundary condition

\[
C^i_{osc}(s = 0, \hat{\tau}) = B^i \left(x(\hat{\tau}), C^{i-1}_{osc}(s = 0, \hat{\tau})\right),
\]

where \( F^i \) is the inhomogeneous term associated with the \( i \)th order oscillatory problem. In this appendix, we shall determine restrictions on the boundary conditions necessary for the outer limit of the inner approximation of the oscillatory solution to be zero. In other words, we need to verify that the boundary layer solution of the oscillatory problem decays to zero as \( s \to \infty \).

The asymptotic solution \( \bar{C}^i_{osc} \) can be represented as a Fourier series of the form

\[
\bar{C}^i_{osc}(s, \hat{\tau}) = \sum_{m=-\infty}^{\infty} c_m(s) \exp \left[i \omega_m \hat{\tau}\right],
\]

where

\[
\omega_m = \frac{2m\pi}{\hat{\tau}(T)}.
\]

Similarly \( F^i \) and \( B^i \) can be expanded in a Fourier series with Fourier coefficients \( f_m \) and \( b_m \) respectively. This fact can be shown inductively for all \( i \geq 0 \) beginning from \( i = 0 \) and (2.18).

Next we substitute these complex Fourier expansions into (D.1); this substitution leads to the following system of ordinary differential equations for \( m = -\infty \) to \( \infty \):

\[
\frac{d^2 c_m(s)}{ds^2} - i\omega_m c_m(s) = -f_m(s) \tag{D.2}
\]
with boundary condition
\[ c_m(s = 0) = b_m. \] (D.3)

The general solution of equation (D.2) which is zero as \( s \to \infty \) is
\[ c_m(s) = A_m \exp \left[ - \left( \frac{\omega_m}{2} \right)^{1/2} s \right] \exp \left[ -i \left( \frac{\omega_m}{2} \right)^{1/2} s \right] - \frac{1}{(1 + i) (\omega_m/2)^{1/2}} \int_s^\infty f_m(s') \sinh \left[ (1 + i) \left( \frac{\omega_m}{2} \right)^{1/2} (s - s') \right] ds'. \] (D.4)

Note the exponential decay for large \( s \) of \( f_m(s') \) ameliorates the exponential growth of the sinh in the integrand. Finally, we use the boundary condition at \( s = 0 \) (D.3) to obtain an expression for \( A_m \):
\[ A_m = b_m + \frac{1}{(1 + i) (\omega_m/2)^{1/2}} \int_0^\infty f_m(s') \sinh \left[ -(1 + i) \left( \frac{\omega_m}{2} \right)^{1/2} s' \right] ds'. \] (D.5)

Equations (D.4,D.5) give the expression for the Fourier coefficients of the asymptotic oscillatory problem to any order.

The differential equation for \( m = 0 \), however, is somewhat different in view of \( \omega_0 = 0 \):
\[ \frac{d^2 c_0(s)}{ds^2} = -f_0(s) \]
with boundary condition
\[ c_0(s = 0) = b_0. \]

The solution that is zero as \( s \to \infty \) is
\[ c_0(s) = \int_s^\infty \int_s^{s'} f_0(s'') ds''ds'. \]

If we try to implement the boundary condition at \( s = 0 \) we get
\[ b_0 = \int_0^\infty \int_s^{s'} f_0(s'') ds''ds'. \]

In other words the inhomogeneous term of the \( m = 0 \) equation restricts the boundary condition that can be satisfied in order to have a solution of the oscillatory problem which differs from zero only near the bubble. Recognizing that \( b_0 \) and \( f_0 \) are just the averages (with respect to \( \hat{\tau} \)) of the boundary condition and the inhomogeneous term, we have developed the following condition, which actually defines the splitting
\[ \langle C_{osc}(s = 0, \hat{\tau}) \rangle_{\hat{\tau}} = \int_0^\infty \int_s^{s'} \langle F^i(s'') \rangle_{\hat{\tau}} ds''ds'. \] (D.6)
Appendix E

Expansions for $G$ and $\Psi_e$

Expanding $N$ in successive powers of $P_f^{-1/2}$, i.e.

$$N = N^0 + \frac{1}{P_f^{1/2}} N^1 + \mathcal{O}(P_f^{-1})$$

leads to the following expressions for $G$ and $\Psi_e$ to zeroth order

$$G^0(\tau) = \frac{x^4 \exp \left[ -\frac{AN^0}{x^4} \right]}{k (x^2 - N^0)}$$

$$\Psi_e^0(\tau) = \frac{N^0 \exp \left[ -\frac{AN^0}{x^2(\tau)} \right]}{A_f (x^2(\tau) - N^0)} - \Psi_\infty,$$

respectively. Higher-order terms are not required explicitly in the present analysis.

In section 4.2, when treating the zeroth order oscillatory and smooth problems, the term involving $G^0$ appears divided $P_f^{1/2}$ and $P_f$ respectively, and was dropped because it is of higher order. However, a more careful treatment is required because the expression for $G^0$ has $(x^2 - N^0)$ on the denominator. This term, which is proportional to $(1 - \Psi^*)$, is very close to zero when the surface concentration is close to saturation, and can be omitted provided that

$$(x^2(\tau) - N^0(\lambda)) \gg P_f^{-1/2}.$$  

This condition can be expressed more precisely using the asymptotic value of $N^0$ and the fact that the value of $\bar{N}^0$ is always less than the square of the minimum bubble radius $(x_{min}^2)$:

$$x_{min}^2 - \bar{N}^0 \gg P_f^{-1/2}.$$
For a given a bubble oscillation, use of figure 4.1 can give us an idea of the maximum value of $A_f/\Psi_\infty$ so that this condition is satisfied.